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ABSTRACT

This paper assesses the usefulness of private credit variables and other macro-
financial and banking sector indicators for the setting of Basel III / CRD IV coun-
tercyclical capital buffers (CCBs) in a multivariate early warning model framework,
using data for 23 EU Members States from 1982Q2 to 2012Q3. We find that in addi-
tion to credit variables, other domestic and global financial factors such as equity and
house prices as well as banking sector variables help to predict vulnerable states of the
economy in EU Member States. We therefore suggest that policy makers take a broad
approach in their analytical models supporting CCB policy measures.
Keywords: Basel III; CRD IV; countercyclical capital buffer; financial regulation;
banking crises; early warning model
JEL Classification: G01, G21, G28



Non-technical summary

The countercyclical capital buffer (CCB), a policy instrument proposed by the Basel III

and the EU Capital Requirements Directive (CRD IV) as a response to the recent financial

crisis, aims at increasing the resilience of the banking system in times of financial crisis

by ensuring that banks set aside capital when credit growth is strong and allowing them to

use this capital in periods of financial stress. Motivated by the discussion in the literature

on the appropriate methodology for setting the CCB, this paper assesses credit and various

other macro-financial variables in predicting banking system vulnerabilities preceding sys-

temic banking crises on a sample of 23 EU Member States across a period from 1982Q2 to

2012Q3.

This paper contributes to the literature in the following ways. First, to our knowledge,

it is the first paper to apply the most recent early warning modelling techniques for the use

of setting the CCB, calibrating models to predict a vulnerable state of the financial system

which could lead to a systemic banking crisis. Second, the paper applies the latest (and

most complete) database on credit to the private sector for EU countries and evaluates the

importance of this variable, which plays a central role in the CCB legislation, in both uni-

and multivariate settings predicting financial vulnerabilities.

The paper finds that the credit-to-GDP gap (or the deviation of the credit-to-GDP ratio

from its long-term trend) is the best early warning indicator among domestic credit vari-

ables in terms of prediction ability. Interestingly, however, global credit variables seem

to outperform domestic credit variables. In particular, global credit growth and the global

credit-to-GDP gap provide strong early warning signals both as single variables in a non-

parametric signalling approach and through consistent and significant effects in multivariate

logit models. It is important to keep in mind, however, that the strong predictive abilities

of the global variables are subject to a caveat related to the evaluation period that includes

the global financial crisis, where there is a strong clustering of crisis episodes across coun-

tries. In addition to the salience of private credit variables, the paper finds that other macro-

financial variables such as domestic house price growth and global equity price growth can



be positively associated with future banking crises. Moreover, the paper presents evidence

that a high level of banking sector capitalisation decreases the probability of entering a state

of financial vulnerability. Thus, our results suggest that even though private credit variables

are very important in predicting future financial instability, there is good reason for pol-

icy makers and researchers to take a broad empirical approach by incorporating also other

macro-financial variables in such analyses. In this respect, multivariate models, such as the

one introduced in this study, are found to be more useful as they include the combined infor-

mation of the joint behaviour of several indicators. Finally, as a validation of our analysis,

we find a good out-of-sample performance of the models in predicting the vulnerable states

preceding the financial crises in Finland and Sweden in the early 1990s as well as those in

Italy and the U.K. in the mid-1990s.



1. Introduction

Being faced with the longest and most severe financial crisis in decades, policy makers

around the globe have actively searched for policy tools which could help to prevent or at

least reduce the intensity of future financial crises. A tool that is an integral part of the

Basel III regulations and the EU Capital Requirements Directive (CRD IV) is the counter-

cyclical capital buffer (CCB), which has been proposed by the Basel Committee on Banking

Supervision (BCBS) at the Bank for International Settlements (BIS).

The CCB aims to increase the resilience of the banking system in case of a financial

crisis by ensuring that banks set aside capital in times of “aggregate growth in credit [...]

associated with a build-up of systemic risk”, which can be “drawn down during stressed

periods.” (EU [20]). In order to promote international consistency in setting CCB rates, the

BCBS has developed a methodology based on the ratio of aggregate credit to GDP (Basel

Committee on Banking Supervision [5]). The CRD IV, while acknowledging the importance

of credit growth and the credit-to-GDP ratio, specifies that buffer rates should also account

for “other variables relevant to the risks to financial stability.” (EU [20]).1 This provides

the motivation for this paper: We assess the usefulness of credit and other macro-financial

variables for the prediction of banking sector vulnerabilities in a multivariate framework,

hence enabling a more informed decision on the setting of CCB rates.

The BCBS guidelines are based on an analysis that uses a sample of 26 countries from

all over the world, for which the credit-to-GDP gap (defined as the deviation of the credit-

to-GDP ratio from its long-term trend) performs as the best single indicator in terms of

signalling a coming financial crisis. However, from the evidence presented by the BCBS it

is not clear whether the credit-to-GDP gap provides a warning signal that is early enough to

account for the 12 month implementation period for raising the capital buffers specified in

1In particular, the CRD IV specifies that the deviation of the credit-to-GDP ratio from its long-term trend
should serve as “a common starting point for decisions on buffer rates by the relevant national authorities, but
should not give rise to an automatic buffer setting or bind the designated authority. The buffer shall reflect,
in a meaningful way, the credit cycle and the risks due to excess credit growth in the Member State and shall
duly take into account specificities of the national economy.” (EU [20]).
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the CRD IV regulation.2 In other words, the credit gap may be an early warning indicator

that is not early enough for policy implementation purposes.3 Moreover, the guidelines (or

the work by Drehmann et al. [17]) do not directly compare the predictive power of the credit-

to-GDP gap to that of other potentially relevant variables related to risks to financial stability

(as stated in the CRD IV) in a multivariate framework. Acknowledging the potentially very

large implications that this policy has for the international banking sector, our paper aims to

address these non-trivial omissions.

The main findings of the paper are the following: First, we find that global variables

and especially global credit variables are strong predictors of macro-financial vulnerabil-

ity, providing good signals when used as single variables and demonstrating consistent and

significant effects in multivariate logit models. Domestic credit-to-GDP also affects the

probability of being in a vulnerable state, even though the effect is clearly smaller than that

of global credit variables. However, despite the importance of credit variables, we also find

evidence suggesting that other variables play a salient role in predicting vulnerable states

of the economy.4 For example, domestic house price growth and global equity growth are

positively associated with macro-financial vulnerabilities. Moreover, we find that banking

sector variables exert significant effects: Strong banking sector profitability may incur ex-

cessive risk-taking, leading to increased vulnerability, while a level of high banking sector

capitalisation decreases the probability of entering a vulnerable state. This result is poten-

tially important for policy makers involved in setting the CCB, as it reinforces the notion that

2According to Article 126(6) of the CRD IV, “when a designated authority sets the countercyclical buffer
rate above zero for the first time, or when thereafter a designated authority increases the prevailing counter-
cyclical buffer rate setting, it shall also decide the date from which the institutions must apply that increased
buffer for the purposes of calculating their institution specific countercyclical capital buffer. That date may
be no later than 12 months after the date when the increased buffer setting is announced [in accordance with
paragraph 8]. If the date is less than 12 months after the increased buffer setting is announced, that shorter
deadline for application shall be justified by exceptional circumstances”.

3Several other potential shortcomings of the credit-to-GDP gap have been discussed in the literature. For
example, Edge and Meisenzahl [19] argue that gap measures are sensitive to the exact specification of the
trending variable, in particular with regards to end-of-sample estimates of the credit-to-GDP ratio. For other
critical views on the reliability or suitability of the credit-to-GDP gap in the context of the CCB, see for
example Repullo and Saurina [37] and Seidler and Gersl [41].

4See also Drehmann and Juselius [18], who find that the debt service ratio performs well as a supple-
mentary early warning indicator to credit variables for horizons up to two years prior to banking crises. The
authors also find that the debt service ratio prior to economic slumps is related to the size of subsequent output
losses. Moreover, Hahm et al. [22] find that growth of banks’ non-core liabilities is an indicator for a lending
boom and a source of vulnerability to a crisis.
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higher CCB rates and bank capital ratios overall reduce financial vulnerability. As such, our

findings suggest that even though credit variables are near-essential in early warning mod-

els, other macro-financial and banking sector variables are important covariates to control

for and improve the predictive power of these models. In this respect, multivariate models,

such as the one introduced in this study, are found to be more useful as they include the

combined information of the joint behaviour of several indicators. Finally, as a validation of

our analysis, we find a good out-of-sample performance (see Berg et al. [6]) of the models

in predicting the vulnerable states preceding the financial crises in Finland and Sweden in

the early 1990s as well as those in Italy and the U.K. in the mid-1990s.

This paper contributes to the literature in the following ways: First, we apply state-of-

the-art modelling techniques from the early warning system (EWS) literature to see whether

they could be useful for decisions on countercyclical capital buffers in EU countries. In

line with the forthcoming legislation for the CCB, the models are calibrated so that they

aim to predict a vulnerable state of the economy (or banking sector), i.e., a build-up of

system-wide risk that, with a suitable trigger, could turn into a banking crisis. In practice,

we analyse the out-of-sample predictive abilities of a variety of models for those states of the

economy that have preceded earlier banking crises by twelve to seven quarters. This would,

hopefully, allow a timely build-up of the CCB. Following the methodological approach of

Frankel and Rose [21] and Demirgüç-Kunt and Detragiache [13], the analysis is conducted

in a multivariate logit model framework using data for 23 EU Member States spanning

over 1982Q2-2012Q3, where we complement the credit variables with several domestic

macro-financial and banking sector variables, and following e.g. Frankel and Rose [21] and

Lo Duca and Peltonen [32], also include global variables in our models in order to account

for potential spillover effects. In a similar fashion as Alessi and Detken [2], Lo Duca and

Peltonen [32] and Sarlin [38], the models are evaluated using a framework that takes into

account a policy maker’s preferences between type I (missing a crisis) and type II errors

(false alarms of crises). Moreover, the paper focuses exclusively on EU countries, including

the largest possible sample (limited by data availability) instead of focusing on a few large

economies as is common in the literature.
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Second, given the importance of the credit variables in the CRD IV regulatory frame-

work, we use the same BIS database on credit as the BCBS and evaluate their salience in

predicting vulnerable states of the economy, both in univariate and multivariate frameworks.

Hence, we build on the work of Drehmann et al. [17], who use a univariate signal extraction

methodology (see also Kaminsky et al. [25]) to find that the credit-to-GDP gap provides the

best early warning signals for the build-up of capital buffers. Finally, we employ different

definitions of banking crises (Babecky et al. [3]; Laeven and Valencia [28, 30]; Reinhart and

Rogoff [35, 36]) as well as several other variations of the analysis to assess the robustness

of the main results.

The remainder of the paper is organised as follows: We present our data set in Section 2

and introduce the methodology in Section 3. Estimation results and robustness analysis are

presented in Section 4, while Section 5 is reserved for our concluding remarks.

2. Data

This section introduces the data used for our study. We begin with the identification of

vulnerable states, i.e., the dependent variable in the study, based on banking crises in the

European Union. We then proceed by introducing the independent variables used in the

empirical analysis. Finally, we present some descriptive statistics on the development of

key variables around banking sector crises in the sample countries.

2.1. Definition of vulnerable states

The paper develops an early warning model that attempts to predict vulnerable states of the

economy from which—given a suitable trigger—banking crises could emerge. Thus, we

are not trying to predict banking crises per se, even though we need to identify these crises

in order to determine the vulnerable states. Specifically, we define a vulnerable state as

the period twelve to seven quarters before the onset of a banking crisis. The time horizon

accounts for the CCB announcement period of twelve months that is specified in the CRD

4



IV (EU [20], Art. 126(6)), and for a time lag required to impose such a policy. At the same

time, extending the horizon too far into the past may weaken the link between observed

variation in the independent variables and the onset of banking crises. To analyse this, we

provide a number of alternative time horizons in the robustness section.

In order to identify banking crises, we use the dataset which has been compiled by

Babecky et al. [3] as part of a data collection exercise by the European System of Central

Banks (ESCB) Heads of Research Group (labeled as HoR database hereafter). This quar-

terly database contains information on banking crises in EU countries between 1970Q1 and

2012Q4.5 The crisis index takes a value of 1 when a banking crisis occurred in a given

quarter (and a value of 0 when no crisis occurred). The HoR database aggregates informa-

tion on banking crises from “several influential papers”, including (in alphabetical order):

Caprio and Klingebiel [10]; Detragiache and Spilimbergo [15]; Kaminsky [26]; Kaminsky

and Reinhart [27]; Laeven and Valencia [28, 29, 30]; Reinhart and Rogoff [35, 36]; and

Yeyati and Panizza [42]. The crisis indices from these papers have subsequently been cross-

checked with the ESCB Heads of Research before inclusion into the database. A list of the

banking crisis dates for our sample countries based on this dataset is provided in Panel A

of Table 1. In the robustness section, we test the robustness of the results by regressing the

benchmark model on banking crisis data provided by Laeven and Valencia [30] and Reinhart

and Rogoff [36].

We set the dependent variable to 1 between (and including) twelve to seven quarters

prior to a banking crisis as identified by the ESCB HoR database and to 0 for all other

quarters in the data. In order to overcome crisis and post-crisis bias (see e.g. Bussière

and Fratzscher [8]), we omit all country quarters which either witnessed a banking crisis or

which fall within six quarters after a banking crisis.

5Croatia, which joined the EU on 1 July 2013, has not yet been included in the database.
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2.2. Macro-financial and banking sector variables

The panel dataset used in the analysis contains quarterly macro-financial and banking sector

data spanning over 1982Q2-2012Q3 for 23 EU member states. The data is sourced through

Haver Analytics and originally comes from the BIS, Eurostat, IMF, ECB, and OECD.6

Panel A of Table 1 provides an overview of the data availability for our main variables,

while Panel B summarises the variables included in our study.

Following Drehmann et al. [17], we first include variables measuring the supply of

credit to the private sector. We use the “long series on total credit and domestic bank credit

to the private non-financial sector” compiled by the BIS. This data includes “borrowing

from non-financial corporations, households and non-profit institutions serving households.

[...] In terms of lenders, the new total credit series aim to capture all sources independent

of the country of origin or type of lender [...] [while] the coverage of financial instruments

includes loans and debt securities such as bonds and securitised loans.” (see Dembiermont

et al. [12] for a description of the database). To our knowledge, the BIS credit series offers

the broadest definition of credit provision to the private sector, while having been adjusted

for data gaps and structural breaks.

We include four different measurements of credit in our models, accounting for credit

growth and leverage, both at the domestic and at the global level. Credit growth is entered

as a percentage (annual growth), while leverage is measured by the deviation of the credit-

to-GDP ratio (using nominal GDP data) from its long-term backward-looking trend (using

a backward-looking Hodrick-Prescott filter with a smoothing parameter λ of 400,000) as

proposed by the Basel Committee on Banking Supervision [5] Consultative Document.7

6In particular, the individual series stem from the following original sources: Data on total credit to the pri-
vate non-financial sector is obtained from the BIS and—for those countries where BIS data is not available—
from Eurostat. Information on nominal GDP growth and inflation rates comes from the IMF’s International
Financial Statistics (IFS). Data on stock prices is obtained from the OECD, while data on house prices is pro-
vided by the BIS. Banking sector variables are obtained from two sources: The OECD provides relatively long
series on banking sector capitalisation and profitability on an annual basis that we use in the empirical analysis.
Additionally, for illustrative purposes, we use a shorter series of banking sector capitalisation in Figure 3 that
is available on a quarterly basis and which is obtained from the ECB’s Balance Sheet Items (BSI) statistics.
Finally, quarterly data on the 10-year government bond yield and the 3-months interbank lending rate (money
market rate) are obtained from the OECD.

7Recommendations in the BCBS Consultive Document are based on a paper by Borio et al. [7], who find
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Global credit variables have been computed using a GDP-weighted average of the variable in

question for several countries, including the United States, Japan, Canada, and all European

countries which are in this study (see also Alessi and Detken [2]). In addition, we include

four sets of interaction terms in the same fashion as Lo Duca and Peltonen [32], namely the

product of the domestic variables, the product of the global variables and that between the

domestic and the global credit variables. The results using different variations of the credit

variables are discussed in Sections 4.1 and 4.2.8

In order to test the importance of credit variables in a comparative fashion as well

as to analyse the potential importance of other factors, we include a number of additional

variables in our study. These variables are available for fewer observations than the credit

variables, which is why the number of observations in the full model differs from the num-

ber of observations in models that include only credit variables.9 Variables are selected

based on the existing literature and on data availability. In order to account for the macroe-

conomic environment and monetary stance, we include nominal GDP growth (domestic and

global) and CPI inflation rates. Furthermore, following Reinhart and Rogoff [35], we in-

clude data on equity and residential house prices, both domestically and globally (using the

same methodology to calculate the global variables as in the case of the credit variables),

focusing on annual growth rates. Finally, to control for banking sector profitability and

solvency, we include aggregate bank capitalisation (calculated by the ratio of equity over

total assets) and aggregate banking sector profitability (defined as net income before tax as

a percentage of total assets), which has e.g. been suggested by Barrell et al. [4].

As we are estimating binary choice models using panel data, non-stationarity of inde-

that trends calculated with a λ of 400,000 perform well in picking up the long-term development of private
credit. In particular, a λ of 400,000 is consistent with the assumption of credit cycles being four times longer
than business cycles if one follows a rule developed by Ravn and Uhlig [34], which states that the optimal λ

of 1,600 for quarterly data should be adjusted by the fourth power of the observation frequency ratio (i.e., if
credit cycles are four times longer than business cycles, λ should be equal to 44×1,600≈ 400,000).

8In Section 4.1 we evaluate how individual credit variables perform in the prediction of banking sector
vulnerabilities. In this section, we look at several other transformations of the credit variables, including the
credit gap (defined as the deviation of private credit from its long-term trend), the credit-to-GDP ratio, several
credit growth moving averages, and a variable defined as the difference between credit growth and nominal
GDP growth. We evaluate all these variables on the domestic as well as on the global level.

9Estimating credit models on the reduced sample yields results that are very similar to the ones for the full
sample.
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pendent variables could be an issue (Park and Phillips [33]). We perform panel unit root

tests suggested by Im et al. [23] as well as univariate unit root tests developed by Dickey

and Fuller [16] in order to analyse the time series properties of the variables of interest. In

the panel unit root test, the null hypothesis that all cross-sections contain unit roots can be

rejected at least at the 10 percent level for all series except for the credit-to-GDP gap and

global credit growth.10 We complement the panel unit root analysis by using the Dickey and

Fuller [16] test country-by-country, and can reject the null hypothesis of a unit root for the

credit-to-GDP gap at least at the 10 percent level for all countries except for Estonia, Lithua-

nia and Greece. Furthermore, in the country-by-country unit root tests, we can reject the null

hypothesis for the global credit-to-GDP gap at least at the 10 percent level for all countries

except for Estonia and Lithuania, while for global credit growth the null hypothesis can be

rejected for all countries. This implies that sample periods for individual countries seem to

affect unit root test results. Overall, the transformations done to the original variables, the

results from the unit root tests and general economic theory make us confident that we have

addressed potential non-stationarity concerns for the variables of interest.

2.3. Development of the key variables

Before entering the discussion of the main results, we shortly present some descriptive statis-

tics, which provide the context of our main argument of moving beyond credit variables

when predicting macro-financial vulnerabilities. Figure 1 presents the average development

of the six main variables of interest over time before and after the onset of a banking cri-

sis. For the purpose of predicting banking crises based on simple descriptive statistics, one

would hope to find an indicator variable that displays a typical pattern in the run up to a

crisis so that it can be used as a signal. In the current case of predicting vulnerable states of

the economy, which precede future banking crises, one would be interested in variables that

signal way ahead of the onset of a crisis (i.e. two to three years before the crisis), so that

10Alternatively, we perform a Fisher-type test by running a Dickey and Fuller [16] test by cross-section
and then combining the p-values from these tests to produce an overall test statistic. The null hypothesis that
all cross-sections contain unit roots can be rejected at least at the 10 percent level for all series except for the
credit-to-GDP gap and the global credit-to-GDP gap.
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policy makers can use this time to increase the resilience of banks.

In this context, we observe that among the six variables depicted here, the credit-to-

GDP gap shows one of the least clear pictures in terms of signalling a coming crisis. On

average, the credit gap increases slowly prior to a banking crisis and starts falling about one

year into the crisis. Yet, this does not need to be a very surprising development, as this

variable is a ratio and therefore requires the numerator to grow more slowly (or decrease

faster) than the denominator in order for the variable to decrease in value. The BCBS itself

concedes that the credit-to-GDP trend may not capture turning points well (Basel Committee

on Banking Supervision [5]). Consequently, the ratio will not fall unless credit falls faster

than GDP, something which is not at all certain during banking crises. Still, it shows that

from a purely descriptive perspective, any signal to be derived from the credit gap is expected

to come from the level of this variable breaching a threshold value, rather than from turning

points in its development.

Unlike the credit gap, credit growth (as depicted in % year-on-year growth) does appear

to hit a peak about two years before the onset of a banking crisis, even though its fall only

becomes clear during the last pre-crisis year. A similar development can be observed in

nominal GDP growth and equity price growth figures. These variables do (on average) peak

already before the start of a crisis. Moreover, in our sample, the growth rate of residential

house prices tends to peak about 3 years before a crisis happens on average, starting a

clear descent (although prices are still rising) that lasts into the crisis where growth stalls.

Based on this evidence, we would conclude that it is clear that it makes sense to gauge

the developments of different macro-financial variables to predict or signal coming crises.

Whether this result holds in a more rigorous comparative (multivariate) framework, will be

discussed in the subsequent analysis.

3. Methodology

In this section we introduce the methodology used in the empirical analysis. We start by

introducing the logistic regressions used in our multivariate framework. Thereafter, we

9



explain how we evaluate individual indicators’ and model predictions’ usefulness for policy

makers.

3.1. Multivariate models

In order to assess the predictive abilities of credit, macro-financial and banking sector vari-

ables in a multivariate framework, we estimate logistic regressions of the following form:

Prob(yit = 1) =
eαi+X ′itβ

1+ eαi+X ′itβ
(1)

where Prob(yit = 1) denotes the probability that country i is in a vulnerable state, where

a banking crisis could occur seven to twelve quarters ahead of quarter t. As described in

Section 2.1, we set the dependent variable to 1 twelve to seven quarters before the onset of

a banking crisis in the respective country and to 0 otherwise. As independent variables, the

vector Xit includes credit and macro-financial variables on the domestic and on the global

level as well as domestic banking sector variables (see Section 2.2 for a precise definition

of the variables). The estimations also include a set of country dummy variables αi in order

to account for unobserved heterogeneity at the country level (country fixed effects).11,12

Finally, we use robust standard errors clustered at the quarterly level in order to account for

potential correlation in the error terms that might arise from the fact that global variables are

11There is an argument for omitting these dummies from the estimations as they automatically exclude
all countries without a crisis from the estimation, hence introducing selection bias (see e.g. Demirgüç-Kunt
and Detragiache [13] and Davis and Karim [11]). However, not including them also induces bias, namely
omitted variable bias caused by unit effects. As it is unlikely that financial crises are homogeneously caused
by identical factors (see also Candelon et al. [9]) and as a Hausman test indicates unit heterogeneity, we have
decided to include unit dummy variables in our estimations. However, results for pooled models (without
country dummies), where coefficients in these models are of course different, but they nevertheless carry the
same sign in virtually all models that we have estimated, are available upon request.

12In principle, we could have included time dummies in addition to country dummies in order to account for
heterogeneity in crisis probabilities over time. However, we decided against the inclusion of these dummies
for two reasons: First, only quarters where at least one country experiences a banking crisis could be used
for identification in such a specification. As our sample includes many quarters where none of the countries
experienced a crisis the inclusion of time dummies would significantly reduce our sample size. Second, the
focus in our paper is on the prediction of future banking crises. Specifically, we aim to develop an early
warning model that policy makers can use for the detection of vulnerabilities in the banking sector. While time
dummies might improve the ex post fit of a model, they are of little use for out-of-sample forecasting since
they are not known ex ante (see e.g. Schularick and Taylor [40]).
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identical across countries in a given quarter.13

The analysis is conducted as much as possible in a real-time fashion, meaning that only

information that is available at a particular point in time is used. As such, all de-trended

variables have been calculated using backward trends, thereby only using information that

was available up to that point. Furthermore, the explanatory variables have been lagged

by one quarter, also to account for endogeneity bias through simultaneity. We are well

aware that this simple procedure cannot crowd out all endogeneity-related bias, but we note

that the dependent variable itself is an early warning variable. The time horizon for which

this variable is equal to 1 has been chosen in the context of our exercise and has not been

exogenously determined. Therefore, we consider endogeneity to be a somewhat smaller

problem in this study. Nevertheless, we have tested our models for different specifications

of the dependent variable, both in terms of the pre-crisis period chosen (12-1/20-13 quarters

before the onset of a crisis) and the definition and data source of banking crises in the

robustness section.

3.2. Model evaluation

Banking crises are (thankfully) rare events in the sense that most EU countries have encoun-

tered none or only one over the past two decades. Still, when they occur, banking crises

tend to be very costly, both directly through bailouts and fiscal interventions and indirectly

through the loss of economic output that oftentimes (particularly in systemic banking crises)

tends to follow these crises. Thus, policy makers have a clear incentive to be able to detect

early enough potential signs of vulnerabilities that might precede banking crises in order to

take measures to prevent further building up of vulnerabilities or to strengthen the resilience

of the banking sector. Yet, at the same time, policy makers may not want to be signalling

crises when in fact they do not happen afterwards. Doing so may (a) reduce the credibility of

their signals, weakening decision-making and damaging their reputation, and (b) needlessly

incur costs on the banking sector, endangering credit supply. As a consequence, policy mak-

13Alternatively, we cluster standard errors at the country level, which results in smaller estimates in partic-
ular for the global variables.
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ers also have an incentive to avoid false alarms, i.e., they do not want to issue warnings when

a crisis is not imminent. As pointed out by Alessi and Detken [2], an evaluation framework

for an early warning model needs to take into account policy makers’ relative aversion with

respect to type I errors (not issuing a signal when a crisis is imminent) and type II errors

(issuing a signal when no crisis is imminent).

The evaluation approach in this paper is based on the so-called ‘signalling approach’

that was originally developed by Kaminsky et al. [25], and extended by Demirgüç-Kunt and

Detragiache [14], Alessi and Detken [2], Lo Duca and Peltonen [32] and Sarlin [38]. In

this framework, an indicator issues a warning signal whenever its value in a certain period

exceeds a threshold τ, defined by a percentile of the indicator’s country-specific distribution.

Similarly, a multivariate probability model issues a warning signal whenever the predicted

probability from this model exceeds a threshold τ ∈ [0,1], again defined as a percentile of

the country-specific distribution of predicted probabilities. In this way, individual variables

and model predictions for each observation j are transformed into binary predictions Pj that

are equal to 1 if the respective thresholds are exceeded for this observation and 0 otherwise.

Predictive abilities of the variables and the models can then be evaluated by comparing

the signals issued by the respective variable or model to the actual outcome C j for each

observation.14 Each observation can be allocated to one of the quadrants in the contingency

matrix depicted in Table 2: A period with a signal by a specific indicator can either be

followed by a banking crisis twelve to seven quarters ahead (TP) or not (FP). Similarly, a

period without a signal can be followed by a banking crisis twelve to seven quarters ahead

(FN) or not (TN). Importantly, the number of observations classified into each category

depends on the threshold τ.

In order to obtain the optimal threshold τ one needs to take the policy maker’s pref-

erences vis-à-vis type I errors (missing a crisis, T1(τ) = FN/(T P+FN) ∈ [0,1]) and type

II errors (issuing a false alarm, T2(τ) = FP/(FP+T N) ∈ [0,1]) into account. This can be

done by defining a loss function that depends on the two types of errors as well as the policy

maker’s relative preference for either type. The optimal threshold is then the one that mini-
14C j is equal to 1 if the country experiences a banking sector crisis twelve to seven quarters ahead of the

respective period and 0 otherwise.
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mizes the loss function. Taking into account the relative frequencies of crises P1 =P(C j = 1)

and tranquil periods P2 = P(C j = 0), the loss function is defined as follows:15

L(µ,τ) = µP1T1(τ)+(1−µ)P2T2(τ), (2)

where µ ∈ [0,1] denotes the policy makers’ relative preference between type I and type II

errors. A µ larger than 0.5 indicates that the policy maker is more averse against missing a

crisis than against issuing a false alarm, which—in particular following the recent financial

crisis—is a realistic assumption in our view.

Using the loss function L(µ,τ), the usefulness of a model can be defined in two ways.

First, following the idea of Alessi and Detken [2] and as in Sarlin [38], the absolute useful-

ness is defined as:

Ua = min(µP1,(1−µ)P2)−L(µ,τ). (3)

Note that Ua computes the extent to which having the model is better than having no model.

This is because a policy maker can always achieve a loss of min(µP1,(1− µ)P2) by either

always issuing a signal (in which case T1(τ) = 0) or never issuing a signal (in which case

T2(τ) = 0). The fact that P1 is significantly smaller than P2 in our sample (i.e., there are

relatively few vulnerable states preceding banking crises) implies that, in order to achieve a

high usefulness of the model, a policy maker needs to be more concerned about the detection

of vulnerable states potentially preceding banking crises in comparison to the avoidance of

false alarms.16 Otherwise, with a suboptimal performing model, it would easily pay off

for the policy maker to never issue a signal given the distribution of vulnerable states and

tranquil periods (see Sarlin [38] for a detailed discussion of this issue).

A second measure, the relative usefulness Ur, is computed as follows (see Sarlin [38]):

Ur =
Ua

min(µP1,(1−µ)P2)
(4)

15As pointed out by Sarlin [38], policy makers should be concerned about the absolute number of misclas-
sification rather than the share of misclassifications in relation to class size (i.e., unweighted type I and type II
errors). Therefore, a failure to account for the relative frequency of crisis episodes and tranquil periods—as in
previous studies—results in a bias on the weighting of type I and type II errors in the loss function.

16The share of observations that is followed by a banking crisis twelve to seven quarters ahead—P1—is
approximately equal to 10 % in our sample.
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The relative usefulness Ur reports Ua as a percentage of the usefulness that a policy maker

would gain from a perfectly performing model.17 The relative usefulness is our preferred

performance indicator as it allows the comparison of models for policy makers with different

values for the preference parameter µ.

In addition to assessing the relative and absolute usefulness of a model, we also employ

receiver operating characteristics (ROC) curves and the area under the ROC curve (AUROC)

as these are also viable measures for comparing performance of early warning models. The

ROC curve shows the trade-off between the benefits and costs of a certain threshold τ. When

two models are compared, the better model has a higher benefit (TP rate (T PR) on the

vertical axis) at the same cost (FP rate (FPR) on the horizontal axis).18 Thus, as each FP

rate is associated with a threshold, the measure shows performance over all thresholds.19

In this paper, the size of the AUROC is computed using trapezoidal approximations. The

AUROC measures the probability that a randomly chosen vulnerable state is ranked higher

than a tranquil period. A perfect ranking has an AUROC equal to 1, whereas a coin toss has

an expected AUROC of 0.5.

4. Empirical results

In this section we present the empirical results. We first explore the usefulness of credit

variables for the identification of vulnerable states of the banking sector, and proceed by ex-

tending the framework to a multivariate model including other macro-financial and banking

17A perfectly performing indicator would achieve T1 = T2 = 0, implying L = 0. Consequently, Ua would
reduce to min(µP1,(1−µ)P2).

18The TPR (also called sensitivity) gives the ratio of periods where the model correctly issues a warning to
all periods where a warning should have been issued, formally T PR = T P/(T P+FN). The FPR (also called
specificity) gives the ratio of periods where the model wrongly issues a signal to all periods where no signal
should have been issued, formally FPR = FP/(FP+T N). An ideal model would achieve a T PR of one (no
missed crises) and a FPR of zero (no false alarms).

19The measure can also be interpreted as showing the performance over all preference parameters µ of the
policy maker: The lower the threshold τ, the more aggressive is the policy maker in making crisis calls as
almost all signals are above the threshold. Hence, a low τ corresponds to a policy maker with a strong aversion
against type I errors, i.e., a policy maker with a strong preference for correctly calling all crises. Equivalently,
the larger the threshold τ the more conservative is the policy maker in making crisis calls. Therefore, a high
τ corresponds to a policy maker with a strong aversion against type II errors, i.e., a policy with a strong
preference for the avoidance of false alarms.
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sector indicators. Thereafter, we evaluate the out-of-sample performance of the estimated

models and—finally—present some robustness checks.

4.1. Estimation and evaluation

As the CRD IV regulations emphasise the role of credit variables for setting the counter-

cyclical capital buffer rate—in particular the role of credit growth and the credit-to-GDP

gap—we start by evaluating the usefulness of these variables for the identification of vul-

nerable states within the EU banking sector.

4.1.1. Individual indicators

First, we evaluate the usefulness of domestic credit variables by using a simple signalling

approach. Using a preference parameter of µ equal to 0.9, Panel A of Table 3 reports the

optimal threshold for several credit variable indicators.20 Given the optimal threshold, the

table also shows the number of observations in each quadrant of the matrix depicted in

Table 2, the percentage of type 1 and type 2 errors, as well as several performance measures,

such as the absolute and the relative usefulness, the adjusted noise-to-signal (aNtS) ratio21,

the percentage of vulnerable states correctly predicted by the indicator (% Predicted), the

probability of a vulnerable state conditional on a signal being issued (Cond Prob) and the

difference between the conditional and the unconditional probability of a vulnerable state

(Diff Prob).

Among the domestic indicators, indeed, the credit-to-GDP gap performs best in the

20A preference parameter of µ equal to 0.9 indicates a strong preference for the detection of crises by
the policy maker. In our view this is a reasonable assumption as the current crisis illustrated once more that
financial crises often translate into large costs for the economy. As Sarlin [38] points out, using a µ equal to
0.9 and simultaneously taking into account the unconditional probability of a crisis (which is about 10 % in
our sample) is equivalent to using a µ equal to 0.5 without adjusting for the unconditional probabilities (as in
Alessi and Detken [2] or Lo Duca and Peltonen [32]). Results for different values of the preference parameter
are available upon request.

21The aNtS ratio is the ratio of false signals measured as a proportion of quarters where false signals could
have been issued to good signals as a proportion of quarters where good signals could have been issued, or
(FP/(FP+T N))/(T P/(T P+FN)). A lower aNtS ratio indicates better predictive abilities of the model.
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sense that it generates the highest relative usefulness.22 This indicator issues a signal when-

ever the credit-to-GDP gap is above the 40th percentile of its country-specific distribution

and achieves 25.6 % of the usefulness a policy maker would gain from a perfectly perform-

ing model. The indicator correctly calls 81.3 % of the vulnerable states and displays an

adjusted noise-to-signal ratio of 0.678. Conditional on a signal being issued, the probability

of a vulnerable state is 16.8 %, which is 4.7 % higher than the unconditional probability of a

vulnerable state in our sample. Other variables that perform relatively well are annual credit

growth, the credit-to-GDP ratio and the credit gap (defined as the deviation of the stock of

credit from its long term trend, see Section 2.2).

Interestingly, global variables seem to outperform domestic variables in terms of use-

fulness. Panel B of Table 3 shows that these indicators usually exert a higher relative use-

fulness, a lower adjusted noise-to-signal ratio, and are able to predict a larger share of the

vulnerable states in our sample. This suggests that focusing on the development of domestic

credit variables might not be sufficient. In an increasingly integrated economy, vulnera-

bilities that develop at a global level potentially transmit to countries around the world.

Therefore, policy makers should also take these developments into account when deciding

on countercyclical buffer rates.23

The evaluation of the predictive abilities of global variables is subject to a caveat: As

these variables do not vary across countries, and as most countries had a crisis starting in

2008, the good performance of these variables can in part be explained by a clustering of

crisis episodes within the same year, i.e., indicators based on global credit variables correctly

predicted the current crisis in several of our sample countries. To a certain extent this puts

the higher usefulness of global as compared to domestic variables in a perspective. However,

the current crisis is certainly one of the best examples for a non-domestic vulnerability that

spread to banking systems around the world. Thus, if the aim of the CCB is to increase

the resilience of the banking system, it appears to be beneficial to take into account both

22This is consistent with findings by Drehmann et al. [17] for a different set of countries and seems to
support the approach taken in the CRD IV regulation. However, the main argument of our paper will be that
performance of the individual indicators can be improved if they are combined in a multivariate approach.
Moreover, also global variables are useful for the identification of vulnerabilities in the banking sector.

23In the CRD IV, the CCB rate is calculated based on a weighted average of banks’ country exposures.
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domestic and global developments.

4.1.2. Multivariate models

While the signalling approach is a simple and useful way to assess the predictive abilities of

individual indicators, a multivariate framework has the advantage of being able to assess the

joint performance of several indicators. We therefore estimate simple logit models including

several of the individual credit variables and assess their performance and usefulness. In

order to account for unobserved heterogeneity across countries that might otherwise bias

our results, we include a set of country dummies.

Results for these models are presented in Table 4. Again, we start by considering

only the domestic variables and focus on credit growth and the credit-to-GDP gap, as these

variables performed well in the signalling approach and play a prominent role in the CRD IV

regulations. Credit growth seems to dominate the credit-to-GDP gap, which is statistically

not significant, in this simple model. Next, we gradually include the global credit variables,

interactions between growth and leverage on the domestic and the global level as well as

interactions between the domestic and the global variables.24 The predictive power of the

model improves with each step.25

In order to compare the models’ predictive abilities with those of the individual indi-

cators we once more apply the signalling approach by translating the predicted probabilities

into country specific percentiles and determining the optimal threshold for the issuance of

warnings as the one that maximizes the relative usefulness of the model (see Section 3.2).

24We orthogonalise interaction terms with first-order predictors in order to avoid problems of multi-
collinearity (see e.g. Little et al. [31]). In particular, when interacting two variables X and Y , we first form
the simple product X ×Y and then regress it on the original variables: X ×Y = α+β1×X +β2×Y + ε. We
then take the residual from this regression—ε, which is orthogonal to X and Y —to represent the interaction
between the two original variables. Variance inflation factors (VIF) smaller than ten for all variables indicate
that we are able to get rid of multicollinearity problems in this way.

25Note that the interpretation of interaction effects in logit models is cumbersome. As pointed out by Ai
and Norton [1], the interaction effect is conditional on the independent variables (unlike interaction effects in
linear models) and may have different signs for different values of the covariates. Moreover, the statistical
significance of these effects cannot be evaluated with a simple t-test, but should be evaluated for each observa-
tion separately. Doing so allows us to conclude that for most observations only the Interaction(GC1×GC2) is
significantly positive, while the other interactions are insignificant (although e.g. the Interaction(DC2×GC2)
has a significantly negative sign in the regression itself).
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Table 5 shows that the relative usefulness of the domestic model is 0.236, which is lower

than the one of the best individual indicators. However, the stepwise inclusion of the re-

maining variables improves the usefulness, so that Model 3 surpasses the best domestic as

well as the best global indicators in terms of relative usefulness. This indicates the benefits

of a multivariate framework as compared to single indicators. We will elaborate more on

these benefits by taking into account not only credit variables, but also other variables that

might affect the stability of the banking sector.

Models 4-7 provide the estimation results for the extended models. The sample size

is somewhat smaller than in the Models 1-3, as the data is not available for all variables

across the whole period (see Table 1). In order to make results comparable, Model 4 re-

estimates Model 3 on the reduced sample. The most striking difference between the two

regressions is the coefficient for the domestic credit-to-GDP gap, which turns significant in

the reduced sample. This indicates that any evaluation depends on the respective sample and

should make policy makers cautious when generalizing findings from a particular sample of

countries. However, the predictive abilities of the models are quite impressive. For example,

Model 5, to which we refer as our benchmark model, achieves 60.3 % of the usefulness of

a perfectly performing model and thus outperforms any individual indicator. The model

issues a warning whenever the predicted probability is above its 63rd percentile within the

respective country. In this way, a warning is issued in 94.8 % of the quarters in our sample

where a banking crisis occurs seven to twelve quarters ahead. The probability of a crisis

conditional on a signal being issued is 28.5 %, which is 15.9 % higher than the unconditional

probability of a crisis. Finally, the area under the ROC curve for this model is equal to

0.865, indicating a good predictive ability of the model for a wide range of policy maker’s

preference parameters (see Figure 2 for an illustration of the ROC curve for our benchmark

model).26

We find that the credit variables are indeed among the most important predictors of

vulnerable states of the economy. However, both model fit and model performance increase

26In contrast to the individual indicators and most of the credit models, the extended models perform well
also for lower values of the preference parameter µ, which we see as another advantage of these models. These
results are available upon request.
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significantly when we include the other variables. For example, the consistently positive

coefficient for house price growth indicates that asset price booms promote the build-up of

vulnerabilities in the financial sector. This suggests that regulators should keep an eye on

these developments instead of focusing exclusively on the development of credit variables

(see also International Monetary Fund [24]). Moreover, Model 7 shows that banking sector

variables exert a significant influence on the build-up of financial vulnerabilities.27 We make

the following observations: First, a country is more likely to be in a vulnerable state, when

aggregate bank capitalisation within the country is relatively low. This is a particularly

important finding in the context of countercyclical capital buffers as it indicates that indeed

regulators could improve the resilience of the banking system by requiring banks to hold

more capital when vulnerabilities build up. Second, we find that future banking crises are

more likely when profits in the banking sector are relatively high. As Borio et al. [7] point

out, periods of high bank profitability are typically associated with rapid credit growth,

increased risk-taking and building up of vulnerabilities, which could explain the positive

coefficient for the profitability variable preciding banking crises.

Figure 3 illustrates the relationship between predicted crisis probabilities from our

benchmark model (Model 5) and actual banking sector capitalisation in the countries that

had a banking crisis in 2007/2008. Most countries exerted declining or constantly low lev-

els of bank capitalisation prior to the crisis, which is consistent with the evidence from

Model 7.28 At the same time, the benchmark model issues a warning already in late-

2004/early-2005 in most cases.29 Hence, if they had relied on this signal, regulators would

have had enough time for the activation of the CCB prior to the crisis—even if we account

for an announcement period of twelve months for the CCB.

27Again, the sample for Models 6 and 7 is reduced as banking sector variables are not available for all our
sample countries. As before, we first re-estimate Model 5 on the reduced sample (see Model 6) in order to
make results comparable.

28A notable exception is Austria (and to some extent Denmark), where aggregate banking sector capitali-
sation actually increased prior to the crisis.

29Again, the model issues a warning whenever the predicted probability is higher than the optimal threshold
within the country (indicated by the dashed horizontal line in the figure).
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4.2. Out-of-sample performance of the models

Given the objective of the early warning systems, any assessment should focus on the out-

of-sample performance. Moreover, as shown by e.g. Berg et al. [6], successful in-sample

predictions are much easier to achieve than successful out-of-sample predictions. In order

to assess the out-of-sample usefulness of the models we proceed as follows: First, we con-

secutively exclude countries that had a banking crisis prior to 2007 from the estimation of

the benchmark model. Then, we test whether the model based on the remaining countries is

able to predict the crises in the excluded ones.30

The results of this exercise are presented in Figure 4. The benchmark model signals

the banking crises in the Nordic countries well before their onset in the early 1990s.31 In

both Finland and Sweden, the indicator is consistently above the threshold from 1988Q2

onwards, which is 11 quarters ahead of the crisis for Finland and 9 quarters ahead for Swe-

den. In both cases, banks would have had enough time to build up capital before the crisis if

the countercyclical capital buffer had been activated. Similarly, the model issues a warning

signal for Italy from 1991Q2 onwards, 11 quarters ahead of the crisis in 1994. In the United

Kingdom, the crisis is relatively close to the beginning of the sample period. Yet, in those

quarters preceding the crisis of 1991, the benchmark model consistently issues a warning

signal. Overall, the benchmark model exhibits strong out-of-sample properties. Information

from the current crisis seems to be useful for the prediction of other systemic banking crises

in the European Union.

30In principle we could have tried to fit a model to the observations prior to 2007 in order to see whether
this model would be able to predict the current crisis. However, as most of the crisis episodes in our sample
occur after 2007, and as we particularly want to learn something from these episodes, we prefer the approach
described above, i.e., we use the information from the current crisis and check whether it would have been
useful for the prediction of past crises.

31The model issues a warning whenever the predicted probability is higher than the optimal threshold
within the country (indicated by the dashed horizontal line in the figure).
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4.3. Robustness checks

In this section we modify the benchmark model (Model 5 of Table 4) in several ways in

order to further assess the robustness of our results. The results from the robustness analysis

are presented in Tables 6 and 7.

First, we check whether our results depend on the definition of the dependent variable.

Apart from the ESCB Heads of Research database used in our analysis, the most common

definitions of systemic banking crises are provided by Reinhart and Rogoff [36] and Laeven

and Valencia [30]. Although the various databases are broadly consistent with each other,

there are some deviations in the timing of crises as the definition of a systemic event in the

banking sector requires a considerable amount of judgment. Columns 2 and 3 show that

overall results are relatively similar for all three crisis definitions. Moreover, the area under

the ROC curve is also greater than 0.8 for the other two models with the alternative crisis

definitions, indicating good predictive abilities of the models.

Second, we include a dummy variable that is equal to one for each quarter in which the

respective country is a member of the European Monetary Union (EMU). As expected, the

coefficient for this dummy variable is positive and significant as most crises in our sample

occur after the establishment of the EMU in 1999 (see column 4). However, the coefficients

of the other variables remain largely unaffected by the inclusion of this dummy variable.

Furthermore, the results are robust if we restrict the sample to include only countries from

the EU-15 (column 5) or only countries that are part of the EMU (column 6).

Third, we augment the model with a money market rate (column 7). The estimated

negative coefficient is potentially related to the ’great moderation’, i.e., the general decline of

inflation and money market rates over the sample period. The high R-squared and AUROC

indicate that the fit of the model is superior compared to the other models. Despite this, we

do not select this model as our benchmark model as its out-of-sample forecast abilities are

inferior to the benchmark model, potentially due to an overfitting problem.

Fourth, following Lo Duca and Peltonen [32], we transform all variables into country-
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specific percentiles before using them in the regression. This method can be seen as an

alternative way to account for heterogeneity across countries as differences in levels of in-

dicators between countries vanish for the transformed variables. Columns 8 and 9 show that

most of the estimated coefficients have the same sign as in the benchmark model if we use

this alternative method.

Finally, we analyse model performance across different forecast horizons (see also

Schudel [39]). Specifically, we check how the performance of the benchmark model and the

indicator properties of variables change if the time window of the vulnerable state preceding

a systemic banking crisis is altered from the twelve to seven quarters used in the standard

specifications. Results in Table 7 show that although the benchmark model is broadly robust

to an alteration of the forecast horizon, the relative importance and the estimated signs of the

coefficients tend to vary a bit. Particularly important are the reversed signs for domestic and

global credit growth in the model with the twenty to thirteen quarters ahead definition of a

vulnerable state and the strong influence of global asset prices in this model (Model R3). As

shown in Table 5, the benchmark model with a forecast horizon of twelve to seven quarters

(Model 5) provides the highest absolute and relative usefulness measures, followed by the

model with a forecast horizon of twelve to one quarter (Model R2). The performances of

the models with the early (six to one quarter) and late (twenty to thirteen quarters) pre-crisis

time horizons in terms of absolute and relative usefulness are broadly similar, but markedly

lower than that of the benchmark model.

5. Conclusion

As a response to recent financial crises, the Basel III / CRD IV regulatory framework in-

cludes a countercyclical capital buffer (CCB) to increase the resilience of the banking sector

and its ability to absorb shocks arising from financial and economic stress. In this context,

this paper seeks to provide an early warning model, which can be used to guide the build-up

and release of capital in the banking sector. Given the prominence of private credit vari-

ables in the upcoming regulations, the paper first examines the evolution of credit variables
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preceding banking crises in the EU Member States, and assesses their usefulness in guiding

the setting of the CCB. Furthermore, the paper examines the potential benefits of comple-

menting private credit variables with other macro-financial and banking sector indicators in

a multivariate logit framework. The evaluation of the policy usefulness of the credit indi-

cators and models follows the methodology applied in Alessi and Detken [2], Lo Duca and

Peltonen [32] and Sarlin [38].

The paper finds that, in addition to credit variables, other domestic and global financial

factors such as equity and house prices and banking sector variables help to predict macro-

financial vulnerabilities in EU Member States. Consequently, the main policy implication

of this study is that in the context of setting up CCB measures, policy makers could benefit

from considering a wide range of macro-financial and banking sector indicators. In this

respect, multivariate models, such as the one introduced in this study, are found to be more

useful as they include the combined information of the joint behaviour of several indicators.

The models demonstrate good out-of-sample predictive power, signalling the Swedish and

Finnish banking crises of the early 1990s at least 6 quarters in advance.
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a) b)

c) d)

e) f)

Figure 1: Development of key variables around banking crises

The figure depicts the development of selected key variables around banking crises within the sample coun-
tries. The start date of a banking crisis is indicated by the vertical line, while the solid line shows the devel-
opment in the median country and the dashed lines represent the countries at the 25th and the 75th percentile,
respectively.
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Figure 2: ROC Curve for benchmark model (Model 5)

The figure shows the Receiver Operating Characteristic (ROC) curve for our benchmark model. The area
under the ROC curve (AUROC) is equal to 0.8645.
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a) b)

c) d)

e) f)

Figure 3: Predicted crisis probabilities and banking sector capitalisation
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a) b)

c) d)

e) f)

Figure 3 continued...

The figure plots the predicted probabilities (blue bars) from our benchmark model (Model 5 in Table 4) around
the crises of 2008 in our sample countries (depicted by the dashed vertical lines). The optimal threshold for
each country is depicted by the dashed horizontal line. The model issues a warning whenever the predicted
probability is above this threshold. The red line shows the development of aggregate capitalisation in the
banking sector defined as total banking sector equity over total banking sector assets.
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a) b)

c) d)

Figure 4: Out-of-sample performance of the model

The figure shows results for an out-of-sample evaluation of our benchmark model (Model 5 in Table 4). We
exclude the respective country from the estimation and depict the predicted probabilities from a model based
on the remaining countries around the crisis in the excluded country (dashed vertical line). The blue bars
denote the predicted probabilities, while the horizontal dashed line presents the threshold.
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Table 1: Data availability and descriptive statistics

Panel A: Data availability Credit Variables Other Variables HoR Banking Crises

Austria 1982Q1-2012Q3 1986Q4-2012Q3 2008Q4
Belgium 1982Q2-2012Q3 1982Q1-2012Q3 2008Q3-2008Q4
Czech Republic 1994q2-2012Q2 — 1998Q1-2002Q2
Denmark 1982Q2-2012Q3 1992Q2-2012Q3 1987Q1-1993Q4, 2008Q3-ongoing
Estonia 2005Q1-2012Q2 2005Q2-2012Q2 –
Finland 1982Q2-2012Q3 1987Q2-2012Q3 1991Q1-1995Q4
France 1982Q2-2012Q3 1992Q2-2012Q3 1994Q1-1995Q4, 2008Q1-2009Q4
Germany 1982Q2-2012Q2 1991Q2-2011Q4 2008Q1-2008Q4
Greece 2003Q1-2012Q2 2003Q1-2012Q2 2008Q1-ongoing
Hungary 1997Q1-2012Q3 2002Q1-2012Q2 2008Q3-2009Q2
Ireland 1999Q1-2012Q3 1999Q1-2010Q4 2008Q1-ongoing
Italy 1982Q2-2012Q3 1990Q3-2012Q2 1994Q1-1995Q4
Lithuania 2005Q1-2012Q2 2005Q1-2012Q2 2009Q1-2009Q4
Luxembourg 2004Q2-2012Q3 2004Q2-2010Q4 2008Q2-ongoing
Malta 2006Q2-2012Q2 — –
Netherlands 1982Q2-2012Q2 1982Q1-2011Q4 2008Q1-2008Q4
Poland 1997Q1-2012Q3 2003Q1-2012Q3 –
Portugal 1982Q2-2011Q4 1998Q2-2011Q4 –
Slovakia 2005Q2-2012Q2 — –
Slovenia 2005Q3-2012Q2 — –
Spain 1982Q2-2012Q3 1995Q2-2012Q3 1982Q2-1985Q3
Sweden 1982Q2-2012Q3 1986Q2-2012Q3 1990Q3-1993Q4, 2008Q3-2008Q4
United Kingdom 1982Q2-2012Q3 1988Q2-2012Q2 1991Q1-1995Q2, 2007Q1-2007Q4

Panel B: Descriptive statistics Obs Mean Std. Dev. Min Max

Dom. Credit Growth (qoq) 1220 0.0228 0.0196 -0.0318 0.0989
Dom. Credit Growth (yoy) 1220 0.0926 0.0662 -0.0690 0.3579
Dom. Credit Gap 1220 0.1149 0.1186 -0.1570 0.4550
Dom. Credit Growth (4q MA) 1220 0.0232 0.0166 -0.0173 0.0897
Dom. Credit Growth (6q MA) 1220 0.0232 0.0154 -0.0122 0.0813
Dom. Credit Growth (8q MA) 1220 0.0233 0.0150 -0.0099 0.0805
Dom. Credit to GDP Ratio 1220 1.2756 0.4259 0.4426 2.4829
Dom. Credit to GDP Gap 1220 0.0346 0.0796 -0.1788 0.3249
Dom. Credit Growth - GDP Growth 1220 0.0081 0.0171 -0.0508 0.0715

Glo. Credit Growth (qoq) 1220 0.0152 0.0086 -0.0048 0.0335
Glo. Credit Growth (yoy) 1220 0.0614 0.0289 -0.0113 0.1095
Glo. Credit Gap 1220 0.0597 0.0431 -0.0101 0.1593
Glo. Credit Growth (4q MA) 1220 0.0154 0.0071 -0.0028 0.0274
Glo. Credit Growth (6q MA) 1220 0.0156 0.0069 -0.0021 0.0280
Glo. Credit Growth (8q MA) 1220 0.0158 0.0065 0.0005 0.0274
Glo. Credit to GDP Ratio 1220 0.7557 0.1193 0.5778 0.9933
Glo. Credit to GDP Gap 1220 0.0158 0.0285 -0.0420 0.0676
Glo. Credit Growth - Glo. GDP Growth 1220 0.0022 0.0235 -0.0492 0.0671

GDP Growth 919 0.0123 0.0088 -0.0232 0.0437
Inflation 919 0.0242 0.0166 -0.0108 0.1078
Equity Price Growth 919 0.0240 0.1199 -0.3759 0.3051
House Price Growth 919 0.0172 0.0289 -0.0735 0.1204
Banking Sector Capitalization 756 0.0507 0.0161 0.0238 0.1088
Banking Sector Profitability 756 0.0066 0.0040 -0.0142 0.0292
Gov. Bond Yield 862 0.0575 0.0237 0.0220 0.1385
Money Market Rate 862 0.0460 0.0292 0.0010 0.1643

Global GDP Growth 919 0.0117 0.0229 -0.0585 0.0616
Global Equity Price Growth 919 0.0135 0.0675 -0.3344 0.1122
Global House Price Growth 919 0.0066 0.0162 -0.0389 0.0539

Panel A shows the availability of credit and other variables as well as the crisis dates for the 23 countries in our
sample. Credit variables are obtained from the BIS database for total credit to the private non-financial sector
(see Dembiermont et al. [12]) and from Eurostat for those countries where the BIS data is not available. Other
macro-financial and banking sector variables are obtained from various sources, including the BIS, IMF, and
OECD. The crisis definitions are from the ESCB Heads of Research database described in Babecky et al. [3].
Panel B shows descriptive statistics for the credit as well as the other variables. Credit variables are available
for a longer period of time in most countries, which is why the number of observations is larger for them.
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Table 2: Contingency matrix

Actual class C j
1 0

Predicted class P j

1
True positive False positive

(TP) (FP)

0
False negative True negative

(FN) (TN)

The table shows the relationship between model prediction and actual outcomes. Observations are classified
into those where the indicator issues a warning that is indeed followed by a banking crises twelve to seven
quarters ahead (TP), those where the indicator issues a warning that is not followed by a crisis (FP), those
where the indicator issues no warning and there is no crises seven to twelve quarters ahead (TN), and those
where the indicator issues no warning although there is a crisis coming (FN).
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Table 4: Multivariate models

(1) (2) (3) (4) (5) (6) (7)
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Dom. Credit Growth (DC1) 6.38** 2.66 1.61 3.93 1.54 -0.16 0.70
(2.59) (2.95) (2.75) (3.27) (3.73) (4.78) (3.60)

Dom. Credit to GDP Gap (DC2) 3.01 2.71 3.70 8.55*** 12.98*** 13.24*** 20.04***
(1.93) (2.80) (2.66) (2.27) (2.27) (3.19) (2.68)

Interaction(DC1 × DC2) 26.42 55.68** 55.12** 83.05** 53.94
(21.83) (22.77) (22.35) (38.97) (35.03)

Glo. Credit Growth (GC1) 16.71*** 16.07*** 29.01*** 25.99*** 19.72* 6.72
(4.26) (4.80) (5.61) (8.88) (11.12) (12.82)

Glo. Credit to GDP Gap (GC2) 1.96 -2.74 6.74 12.19 26.84** 41.15***
(7.67) (6.57) (6.67) (8.89) (11.72) (15.31)

Interaction(GC1 × GC2) 391.54** -486.53* -324.72 -472.64 -973.05***
(188.05) (258.07) (305.59) (312.51) (317.56)

Interaction(DC1 × GC1) 45.98 -56.67 -28.48 -129.64 34.59
(75.98) (56.65) (68.99) (124.41) (128.36)

Interaction(DC2 × GC2) -239.65*** -417.35*** -472.20*** -410.73*** -582.20***
(49.73) (67.99) (91.07) (100.92) (109.21)

GDP Growth 19.64 41.84 30.80
(18.97) (26.08) (27.05)

Inflation -29.04** -10.04 14.19
(11.73) (12.23) (12.18)

Equity Price Growth -1.01 -0.38 -0.15
(1.10) (1.14) (1.35)

House Price Growth 16.73*** 19.80*** 18.05***
(5.40) (5.56) (5.35)

Global GDP Growth -10.24 -10.58 -9.88
(12.62) (13.68) (13.79)

Global Equity Price Growth 7.39 7.61 7.78
(4.80) (5.42) (6.12)

Global House Price Growth 16.29 14.97 30.09
(18.34) (20.67) (22.55)

Banking Sector Capitalization -136.85***
(39.63)

Banking Sector Profitability 324.89***
(76.45)

Country dummies YES YES YES YES YES YES YES
Observations 1,220 1,220 1,220 919 919 756 756
Pseudo R-Squared 0.0894 0.108 0.133 0.210 0.278 0.272 0.336
AUROC 0.710 0.733 0.780 0.824 0.865 0.846 0.892
Standard error 0.0266 0.0232 0.0185 0.0195 0.0160 0.0165 0.0157

The table shows estimation results for multivariate logit models, where the dependent variable is set to 1,
twelve to seven quarters preceding a banking crisis in a respective country. Observations for banking crises
and six quarters following banking crises are omitted, while other dependent variable observations are set to
0. All regressions include country-specific dummy variables to account for unobserved heterogeneity across
countries. Robust standard errors adjusted for clustering at the quarterly level are reported in parentheses. *
indicates statistical significance at the 10 %-level, ** at the 5 %-level, and *** at the 1 %-level.
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Table 7: Robustness—Forecast horizon

(1) (2) (3) (4)
Benchmark Model R1 Model R2 Model R3

7-12 quarters 1-6 quarters 1-12 quarters 13-20 quarters

Dom. Credit Growth (DC1) 1.54 -11.63 -3.06 -11.77***
(3.73) (8.06) (4.28) (4.07)

Dom. Credit to GDP Gap (DC2) 12.98*** 61.69*** 33.92*** 16.03***
(2.27) (20.72) (3.91) (4.08)

Interaction(DC1 × DC2) 55.12** -18.61 139.78*** -1.36
(22.35) (82.99) (36.95) (32.76)

Glo. Credit Growth (GC1) 25.99*** 113.85*** 93.09*** -50.73***
(8.88) (18.75) (12.10) (14.10)

Glo. Credit to GDP Gap (GC2) 12.19 17.90 2.08 28.57**
(8.89) (21.61) (10.95) (13.06)

Interaction(GC1 × GC2) -324.72 6,895.95*** 2,763.43*** -52.28
(305.59) (1,067.10) (502.18) (449.06)

Interaction(DC1 × GC1) -28.48 453.38 223.97** -606.47***
(68.99) (322.98) (99.32) (111.78)

Interaction(DC2 × GC2) -472.20*** -1,947.93*** -1,193.54*** -458.57***
(91.07) (565.00) (151.01) (79.88)

GDP Growth 19.64 -28.92 -14.58 35.03
(18.97) (48.51) (20.64) (40.03)

Inflation -29.04** 77.15*** 22.54* 24.42**
(11.73) (24.02) (13.25) (10.59)

Equity Price Growth -1.01 2.14 -0.45 -1.14
(1.10) (2.34) (1.40) (1.98)

House Price Growth 16.73*** -22.60** 7.29 8.62
(5.40) (9.98) (6.19) (5.91)

Global GDP Growth -10.24 -0.39 -2.07 12.86
(12.62) (12.63) (13.10) (9.72)

Global Equity Price Growth 7.39 14.15*** 15.06*** 12.53***
(4.80) (5.08) (4.91) (4.76)

Global House Price Growth 16.29 -60.67** -32.74 116.13***
(18.34) (30.62) (23.07) (21.94)

Observations 919 919 919 919
Pseudo R-Squared 0.278 0.781 0.617 0.340
AUROC 0.865 0.726 0.960 0.895
Standard error 0.0160 0.0179 0.0063 0.0134

The table shows the results of robustness analysis with respect to the forecast horizon. Column 1 re-estimates
Model 5 from Table 4, which is referred as the benchmark model. The dependent variable in this regression is
set to one twelve to seven quarters preceding a banking crisis in a respective country. In column 2, we replace
the dependent variable with a dummy that is equal to one, six to one quarter before a banking crisis. Similarly,
the dependent variable in column 3 equals one twelve to one quarter before a banking crisis in the respective
country. Finally, the dependent variable in column 4 is equal to one twenty to thirteen quarters before the onset
of a banking crisis in a respective country. Robust standard errors adjusted for clustering at the quarterly level
are reported in parentheses. * indicates statistical significance at the 10 %-level, ** at the 5 %-level, and ***
at the 1 %-level.
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