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Abstract

We characterize asset return linkages during periods of stress by an extremal dependence measure. Contrary to correlation analysis, this non-parametric measure is not predisposed towards the normal distribution and can account for non-linear relationships. Our estimates for the G-5 countries suggest that simultaneous crashes in stock markets are about two times more likely than in bond markets. Moreover, stock-bond contagion is about as frequent as flight to quality from stocks into bonds. Extreme cross-border linkages are surprisingly similar to national linkages, illustrating a potential downside to international financial integration.
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NON-TECHNICAL SUMMARY

Do different financial markets crash jointly or is the fall of one the gain to another market? The answer to this question is crucial for our view on the stability of international financial markets and any systemic risk related to these markets. With the increasing involvement of banks in securities trading, the more likely simultaneous market crashes the more in danger are even banks that hold prudently diversified trading portfolios. Destabilised banks could then also threaten the payment and settlement process. The number of markets affected by a crisis situation may also determine the severity of any real effects that might follow. Recent financial crises in emerging market economies have again drawn attention to these issues. Academics, market participants and policy makers frequently point to the perceived occurrence of contagion, witness terminology like the ‘Asian flu’, the ‘Russian virus’ or ‘tequila effects’. Others highlight joint shocks and macroeconomic fluctuations, triggering simultaneous crises in several markets or countries.

The previous finance and international macro literature has focussed on contagion phenomena within the same asset class, mainly between different national stock markets around the 1987 crash and more recently between currency markets subject to fixed exchange rate regimes. Simple cross-country correlation analysis and simple pooled regressions were used or more sophisticated ARCH-type and limited dependent variable models. The present paper adds a new perspective to the linkages between asset markets in crisis periods, by studying co-movements between different types of assets and by using a novel methodology based on bivariate extreme value theory. Notably, linkages between stock and bond markets are examined, so that apart from contagion and joint crashes phenomena like ‘flight-to-quality’ (a crash in stock markets accompanied by a boom in government bond markets) can be addressed. Such cross-asset extreme linkages are important for the analysis of international financial stability, since they have a bearing on the overall (‘systemic’) reach contagion or joint crashes can have. In contrast to the focus on emerging market countries in the recent literature, emphasis is put on the main industrial countries, looking at weekly data for stock and bond index returns for the G-5 countries (France, Germany, Japan, United Kingdom and United States).

On the methodological side return linkages between asset markets in periods of stress are characterised by means of a measure from statistical extreme value analysis that captures the dependence structure of multivariate distributions far away from the center. It turns out that this limiting dependence measure can be described by a single function that exists upon existence of the multivariate extreme value distribution. In contrast to correlation-based approaches towards measuring market linkages, which are predisposed towards the normal distribution, the probability law of the joint return process can be left unspecified, since a non-parametric estimator for the limiting dependence function is used. From these non-parametric limiting dependence estimates measures for the expected number of joint market crashes (or alternatively for the probability of a joint crash) given that at least one market crashes are derived. Thus market
linkages in periods of truly extreme volatility are measured directly in the economically relevant money metric and associated probabilities, and no detour via correlation is necessary. Also in contrast to correlation, these measures are able to capture non-linear dependencies that may be particularly relevant in crisis situations.

A first univariate result for the G-5 countries is that stock market crashes in the order of a 20% weekly loss and bond market crashes in the order of an 8% weekly loss are not prevalent, but nevertheless happen about once or twice per human lifetime respectively. Turning to the bivariate results, economically relevant and statistically significant market linkages in crisis periods are detected. It is found that G-5 stock markets experience a co-crash in about one out of five crashes. This number is lower for bond markets, and still less for a co-crash between a stock and a bond market. Nevertheless, compared to the probability of experiencing a market crash at all, the conditional likelihood that such a crisis reaches a certain breadth (a co-crash) is markedly higher. However, the flight-to-quality phenomenon is about as common as the co-crash of a bond and a stock market, highlighting some limits to the (‘systemic’) propagation of financial market crises within and between G-5 countries. Overall, in line with free capital flows and financial integration between industrial countries, national borders do not seem to matter very much. Cross-border crisis linkages are not weaker than domestic linkages. From the perspective of domestic financial stability this might sometimes be regarded as the bad downside of such integration, suggesting that the surveillance of financial market stability cannot stop at national borders. Generally, the frequency of crashes and co-crashes is much higher than a normal distribution based analysis would one lead to believe.

In relation to the widely reported experiences of contagion among emerging market economies during several recent financial crises in Latin America, Asia and Eastern Europe and subsequent calls for the reform of the international financial architecture, the results of this paper also raise the question whether such phenomena are more or less frequent and severe among the large industrial countries. In particular, following up on the 20% ballpark estimate for a co-crash between stock markets, given that for the US a crash happens only about once every 40 years and considering that bond market or cross-asset co-crashes tend to happen less frequently, one may conclude that a widespread securities market meltdown in the main industrialised countries happens much less than once every 200 years. Therefore, future research applying our tools to emerging market asset returns could shed light on the issue whether in the current efforts to reform the international financial architecture it might be advisable to differentiate between the various types of countries.
1. Introduction

Do different financial markets crash jointly or is the fall of one the gain to another market? The answer to this question is crucial for our view on the stability of international financial markets and the systemic risk in these markets. The more markets crash simultaneously, the more in danger are even large banks that hold widely diversified trading portfolios, possibly also threatening the payment and settlement process. The number of markets affected by a crisis situation may also determine the severity of any real effects that might follow. Recent financial crises in emerging market economies have again drawn attention to these issues. Academics, market participants and policymakers frequently point to the perceived occurrence of contagion, witness terminology like the “Asian flu”. Others highlight joint shocks and macroeconomic fluctuations, triggering simultaneous crises in several markets or countries.

The phenomenon of financial market crises spilling over to other countries was first systematically studied by Morgenstern (1959, chapter X). He examines the effects of 23 stock market panics on foreign markets and explicitly refers to the “statistical extremes” of the stock market movements. The more recent econometric literature uses correlation analysis, often based on ARCH-type models. This literature asks whether stock market co-movements become stronger during crashes compared to non-crash times. It also investigates the direction of international spill-overs. Representative articles of this literature are King and Wadwhani (1990); Hamao, Masulis and Ng (1990); Malliaris and Urrutia (1992); Lin, Engle and Ito (1994); Susmel and Engle (1994). There is also some empirical work on whether currency crises are contagious, notably in Eichengreen, Rose and Wyplosz (1996), Sachs, Tornell and Velasco (1996), Kaminsky and Reinhart (2000). However, we know of only one systematic study of international bond market spill-overs in volatile periods by Borio and McCauley (1996).

The present paper adds a new perspective to the linkages between asset markets, by studying co-movements between different types of assets and by using a novel methodology. In contrast to the existing literature we do not only study the connection between, say, different stock markets during times of stress, but we explicitly focus on the linkages between stock and government bond markets. Thus apart from studying phenomena like contagion or joint crashes of stocks, we look into phenomena such as “flight-to-quality”, by which we mean a

---

1We like to thank Charles Goodhart for having pointed us to this historical reference.

2For a comprehensive survey of the financial market crises and contagion literature, see De Bandt and Hartmann (2000, sections 3.2 and 4.2).
crash in stock markets accompanied by a boom in government bond markets. Such cross-asset extreme linkages are important for the analysis of international financial stability, since they have a bearing on the overall or “systemic” reach that contagion or joint crashes can have. We are not aware of any other hard quantitative examination of the latter phenomenon in financial markets.

The methodological novelty is that we do not use a conditional correlation type of analysis. We directly measure and report the expected number of market crashes conditional on the event that at least one market crashes. Studies which rely on conditional correlation analysis usually do report the amount of correlation, but stop short of reporting the information that has more direct economic meaning. In our opinion, the correlation measure is only an intermediate step in obtaining a measure such as the likelihood of a crash spill-over. The conditional correlation, moreover, is strongly predisposed towards the multivariate normal distribution. As our empirical analysis below shows, however, the multivariate normal dramatically underestimates the frequency of extreme market spill-overs. Boyer, Gibson and Lorentan (1997) demonstrate for the bivariate normal that the conditional correlation measure varies considerably with the conditioning sets. In addition, this variation can easily be shown to be different for different classes of multivariate distributions; worse, the conditional crash correlation can be zero even if there is a high spill-over probability. For all these reasons we do not regard the statistical concept of correlation as an unambiguous measure of the economic interdependency between markets during times of stress.

This paper instead characterizes the return linkages between asset markets in periods of crisis by a measure from statistical extreme value analysis that captures the dependence structure of multivariate distributions far away from the center. It turns out that this limiting dependence measure can be described by a single function that exists upon existence of the multivariate extreme value distribution. In contrast to correlation-based approaches towards measuring market linkages, the probability law of the joint return process can be left unspecified because we use non-parametric estimators for the limiting dependence function. From these non-parametric limiting dependence estimates we derive estimates for the expected number of market crashes (or the probability of a second crash) given that at least one market crashes. Thus market linkages in crisis periods are measured directly in the economically relevant money metric and associated probabilities, and we do not make the detour via correlations.

The methodology is then used to analyze the linkages within and between equity and bond markets in the G-5 industrial countries in
times of market turmoil.\(^3\) Our results indicate non-negligible cross-asset market linkages in times of stress. However, the strongest extreme linkages we find are between different national equity markets, while the flight-to-quality phenomenon is about as frequent as simultaneous crashes of stock and bond markets. Whereas single bond or stock market crashes are relatively rare events (nonetheless happening about once or twice a human lifetime), the conditional probabilities of having a crash (or boom) in a market given one occurred in another market are markedly higher. Interestingly, cross-border linkages are not weaker than domestic linkages. Whereas these results confirm that in the era of free capital flows and globalization surveillance of financial market stability cannot stop at national borders, they also suggest that there are some limits as to how widely phenomena like contagion can usually reach.

The paper is organized as follows. In the next section a simple economic framework is sketched within which financial market interdependence can be analyzed empirically. Section 3 discusses the concept of the non-parametric asymptotic tail dependence measure for extreme financial market co-movements. Sections 4 and 5 present the related estimation and testing techniques. Section 6 contains the results of the empirical analysis, detailing national cross-asset linkages, cross-border linkages within the same asset class and cross-border cross-asset linkages. Conclusions are drawn in section 7. Two annexes provide more detail on the data used and further testing results.

2. INTERNATIONAL SHOCK PROPAGATION

We develop a simple model of linkages between international asset markets for the purpose of being able to interpret the empirical results. In contrast with recent advances in the theoretical analysis of e.g. bank contagion, there are surprisingly few theoretical attempts to explicitly model crisis linkages between different security markets.\(^4\) This may perhaps be explained by the fact that standard asset pricing models can be adopted for this purpose. Following this route, we take

---


\(^4\)The published literature by the time of writing comprises King and Wadhwhani (1990), Calvo and Mendoza (2000).
Dumas’ (1994) presentation of the International CAPM as our point of departure. According to the ICAPM expected logarithmic excess returns $X_{it+1}$ on a portfolio of assets from market $i$ satisfy

$$E_t[X_{it+1}] = \beta_i m_{it},$$

where $m_{it}$ is the time $t$ expected return on the world market portfolio in local currency in excess of the local nominal risk free rate, and $\beta_i$ is a weighted average of the local inflation risk premia and the local market risk premia (see Dumas, 1994, p. 12). A model for the actual returns consistent with the ICAPM reads

$$X_{it+1} = \beta_i m_{it} + U_{it+1}, \quad E_t[U_{it+1}] = 0,$$

where the $U_{it+1}$ are market $i$ idiosyncratic innovations.

Consider now two different asset markets $i$ and $j$, possibly located in two different currency areas

$$X_{it+1} = \beta_i m_{it} + U_{it+1},$$

$$X_{jt+1} = \beta_j m_{jt} + U_{jt+1}.$$  

Suppose $\rho(U_{it+1}, U_{jt+1}) = 0$, where the operator $\rho(.,.)$ is a measure for statistical dependence. In that case, a shock to the market $i$, i.e. $U_{it+1}$, has no impact on the pricing in market $j$ at time $t + 1$. But updates of expected returns on the world market portfolio, market uncertainty or changes in the dependency structure between the market portfolio return and local inflation rates or local portfolio returns, all do affect the returns on both markets. The systematic part of the ICAPM generates linkages between different local asset markets. Note that these linkages can be either positive or negative, depending on the sign of the risk factors. Thus flight-to-quality, whereby investors switch out of stock markets into bond markets when stocks are under pressure, can easily be generated by this model.

Apart from a simultaneous movement in all asset markets, due to changes in the systematic part of the ICAPM, sequential movements indicative of propagation and contagion are also of interest. For example, a time $t + 1$ shock $U_{it+1}$ spills over into market $j$ at time $t + 2$ via $\beta_{jt+2}$ as the wealth weights in $\beta_j$ generally have to be adjusted following a shock in market $i$. More intricate spill-overs can be considered as well. Suppose for example that in contrast to atemporal dependencies, intertemporal linkages do exist, or that information about a change in a local risk premium or in the world expected excess return propagates through the market at differential speed due to information

---

5For the time being one can think of $\rho$ as a covariance or a correlation.
asymmetries. In these cases \( \rho_t(X_{g+1}, X_{g+k}), k \neq 1 \), will generally be non-zero.

Measured asset returns are necessarily discrete. In this paper we measure asset returns on a weekly basis. As far as any market spillovers take place within a week, say \( \rho_t(X_{g+1}, X_{g+1/2}) \neq 0 \) and where the time length 1 refers to the period of a week, we cannot distinguish between contagion effects and macro shocks affecting both returns simultaneously. While outside the scope of the present paper, in future work we plan also to investigate the time structure of the linkages by studying \( \rho_t(X_{g+1}, X_{g+k}) \) for \( k > 1 \).

3. Extreme Linkages: Theory

Suppose one is interested in measuring the expected number of market crashes given that at least one market crashes (or booms, as in the flight-to-quality case). This measure reflects how many other markets are on average drawn down, when one market crashes. Consider the case of two markets with random returns \( X \) and \( Y \). Let \( x \) and \( y \) be the thresholds above which we speak of a market boom. To study market crashes we adopt the convention to take the negative of a return, so that we can study all extreme events in the first quadrant. Let \( \kappa \) stand for the number of markets with extreme returns. Our extreme linkage indicator is the conditional expectation \( E[\kappa|\kappa \geq 1] \). From elementary probability theory (starting from the standard definition of conditional probability) we have that

\[
\frac{P\{X > x, Y \leq y\} + P\{X \leq x, Y > y\} + 2P\{X > x, Y > y\}}{1 - P\{X \leq x, Y \leq y\}} = E[\kappa|\kappa \geq 1] = \frac{P\{X > x\} + P\{Y > y\}}{1 - P\{X \leq x, Y \leq y\}}.
\]

(3.1)

Note that \( E[\kappa|\kappa \geq 1] = P\{\kappa = 2|\kappa \geq 1\} + 1 \), so that an alternative interpretation of our extreme linkage indicator is in terms of (1 plus) the conditional probability that both markets crash given that at least one market crashes.

The question is how \( E[\kappa|\kappa \geq 1] \) can be calculated in practice. Within the framework of the multivariate normal distribution this would be a trivial exercise, since only the first two moments have to be estimated. In the introduction we argued, however, that the framework of the multivariate normal and the associated correlation structure may not be suitable for analyzing extreme linkages between asset markets. To be able to break away from very specific distributional assumptions, we
investigate $E[\kappa | \kappa \geq 1]$ when the conditioning quantiles $x$ and $y$ become large. To this end, define the upper quantile functions for $X$ and $Y$ respectively as

\begin{align}
Q_1(tu) &= (1 - F_1)^{-1}(tu) \\
Q_2(tv) &= (1 - F_2)^{-1}(tv),
\end{align}

for some positive $u, v$ and $t$. Choose $u, v$ and $t$ such that $Q_1(tu) = x$ and $Q_2(tv) = y$.

Upon substituting the above inverse quantile expressions into (3.1), one obtains the following asymptotic equivalent for (3.1):

$$
\lim_{t \to 0} E[\kappa | \kappa \geq 1] =
$$

\begin{equation}
\lim_{t \to 0} t^{-1} \frac{t^{-1} P\{X > Q_1(tu)\} + t^{-1} P\{Y > Q_2(tv)\}}{t^{-1}(1 - P\{X \leq Q_1(tu), Y \leq Q_2(tv)\})} = \frac{u + v}{l(u, v)}.
\end{equation}

The limit function $l(u, v)$ is the so called Stable Tail Dependence Function (STDF) and was introduced by Huang (1992). Multivariate extreme value theory deals with existence conditions, properties and estimators for this function, see Huang (1992) or De Haan and De Ronde (1998).\(^6\) The curvature of $l(u, v)$ completely determines the dependency structure between $X$ and $Y$ in the tail area. Basic properties of $l(u, v)$ are the linear homogeneity and the inequality

$$
\max (u, v) \leq l(u, v) \leq u + v.
$$

Equality holds on the left hand side if $X$ and $Y$ are completely dependent in the tail area, while equality on the right hand side obtains if $X$ and $Y$ are independent in the tail area. Notice that the bivariate normal distribution with correlation $\rho \in (-1, 1)$ has $l(u, v) = u + v$, even if $\rho \neq 0$. This will also be illustrated in the empirical parts below.

The STDF relates marginal and joint probabilities as follows. First define the excess probabilities $p_1 = P\{X > x\}$, $p_2 = P\{Y > y\}$ and $p_{12} = 1 - P\{X \leq x, Y \leq y\}$, for ease of reference. Exploiting the homogeneity property one can easily show that the bivariate excess probability $p_{12}$ and the marginal probabilities $p_1$ and $p_2$ are related via the STDF. For sufficiently small $t > 0$

\begin{equation}
l(u, v) \approx t^{-1} (1 - P\{X \leq Q_1(tu), Y \leq Q_2(tv)\}).
\end{equation}

Choose $tu = p_1$ and $tv = p_2$, so that $l(u, v) = l(t^{-1} p_1, t^{-1} p_2)$. Use the linear homogeneity of the STDF to write $tl(t^{-1} p_1, t^{-1} p_2) = l(p_1, p_2)$.

\(^6\)The limit function is guaranteed to exist if the joint distribution of $X$ and $Y$ is in the domain of attraction of a multivariate extreme value distribution.
Hence, for small values of $p_1$ and $p_2$, approximately
\begin{equation}
(3.6) \quad l(p_1, p_2) \approx p_{12}.
\end{equation}

Thus the joint probability $p_{12}$ only depends on the marginal probabilities $p_1$ and $p_2$ and the dependence function $l(. .)$. The linkage measure can now be simply expressed as
\begin{equation}
(3.7) \quad E[\kappa | \kappa \geq 1] = \frac{p_1 + p_2}{p_{12}} \approx \frac{p_1 + p_2}{l(p_1, p_2)}.
\end{equation}

Assume for example that $p_1 = p_2 = p$. Then, approximately

$$
E[\kappa | \kappa \geq 1] \approx \frac{2p}{l(p, p)} = \frac{2}{l(1, 1)}.
$$

If both returns are completely dependent in the tails, i.e. $l(1, 1) = \max(1, 1)$, then $E[\kappa | \kappa \geq 1] \approx 2$ and the markets co-crash with certainty. But without extreme co-movements in the two markets $E[\kappa | \kappa \geq 1] \approx 1$, since $l(1, 1) = 2$.

4. Extreme Linkages: Estimation

The conditional expectation (3.1) is estimated by a two-step estimation procedure. In the first step one estimates the marginal extreme quantile cum probability combinations $(p_1, p_2)$. In the second step one imputes these univariate probability estimates into an estimator for the tail dependence function $l(. .)$ in order to obtain an estimator for $p_{12}$, cf. (3.7). The estimation procedure therefore essentially exploits (3.6).

Univariate excess probability estimation uses the stylized fact that asset return distributions exhibit heavy tails. Loosely speaking, this implies that the excess probability as a function of the corresponding quantile can be approximately described by a power law. The defining characteristic of these distributions is the property of regular variation at infinity
\begin{equation}
(4.1) \quad \lim_{q \rightarrow \infty} \frac{1 - F(qx)}{1 - F(q)} = x^{-\alpha}, \ x > 0, \ \alpha > 0.
\end{equation}

From this property it directly follows that such distributions, like e.g. the Student-t, have bounded moments only up to $\alpha$, where $\alpha$ is known as the tail index. In contrast, distributions with exponentially decaying tails or with finite endpoints have all moments bounded. Univariate excess probabilities for fat tailed marginals can be estimated by using the semi-parametric probability estimator from De Haan et al. (1994):
\begin{equation}
(4.2) \quad \hat{p}_q = \frac{m}{n} \left( \frac{X_{n-m, n}}{q} \right)^{\alpha},
\end{equation}
where the "tail cut-off point" $X_{n-m,n}$ is the $(n-m)$-th ascending order statistic (or loosely speaking the $m$-th smallest return) from a sample of size $n$ such that $\lim(1/m(n)) = 0$, but $m = o(n)$, and where the extreme probability-quantile combination $(\hat{p}_q, q)$ is such that $q > X_{n-m,n}$.

(In financial risk management the scaling parameter $q$ is usually referred to as the "value at risk (VaR)", although it is often used in a reversed fashion: what is the VaR $\hat{q}_p$ for a given probability $p$?). An important aspect of the estimator $\hat{p}_q$ is that it can extend the empirical distribution function outside the domain of the sample by means of its asymptotic Pareto tail from (4.1). The estimator (4.2) is conditional upon the tail index $\alpha$. We estimate the tail index by means of the popular Hill (1975) estimator:

\begin{equation}
\hat{\gamma} = \frac{1}{\hat{\alpha}} = \frac{1}{m} \sum_{j=0}^{m-1} \ln \left( \frac{X_{n-j,n}}{X_{n-m,n}} \right),
\end{equation}

where (as above) the nuisance parameter $m$ equals the number of highest order statistics used in the estimation and where $\hat{\alpha}$ is the corresponding tail index estimate. Further details are provided in Jansen and De Vries (1991) and the recent monograph by Embrechts, Klüppelberg and Mikosch (1997).

The estimation of the bivariate excess probability $p_{12}$ either requires adopting a specific functional form for the STDF, like in Longin and Solnik (2000), or proceeding non-parametrically. Since there does not exist a unique parametrization for the STDF, we like to pursue a non-parametric estimation method based on the highest order statistics. Let $t = k/n$ in (3.5), such that $\lim(1/k(n)) = 0$, while $k = o(n)$.

(The role of the nuisance parameter $k$ corresponds to the one of $m$ in the univariate estimation step.) Since marginal probability estimates are available from the univariate step, we can also replace $(u, v)$ by $(\hat{p}_1, \hat{p}_2)$:

\begin{equation}
\hat{l}(\hat{p}_1, \hat{p}_2) = \lim_{n \to \infty} n \int_k^1 P \left\{ X \geq Q_1 \left( \frac{k\hat{p}_1}{n} \right) \text{ or } Y \geq Q_2 \left( \frac{k\hat{p}_2}{n} \right) \right\}.
\end{equation}

In order to turn this expression into an estimator for $l(., .)$, we replace $P, Q_1$ and $Q_2$ by their empirical counterparts, so that approximately:

\begin{equation}
\hat{l}(\hat{p}_1, \hat{p}_2) \approx \frac{n}{k} \sum_{i=1}^{n} I \left\{ X_i > X_{n-[k\hat{p}_1],n} \text{ or } Y_i > Y_{n-[k\hat{p}_2],n} \right\},
\end{equation}

From elementary probability theory we know that $1 - P \{ X < Q_1, Y < Q_2 \} = P \{ X \geq Q_1 \text{ or } Y \geq Q_2 \}$. 

---

\footnote{From elementary probability theory we know that $1 - P \{ X < Q_1, Y < Q_2 \} = P \{ X \geq Q_1 \text{ or } Y \geq Q_2 \}$.}
where \([x]\) is the integer part of \(x\). In practice we use Huang’s (1992) polar transform of (4.5)

\[
\hat{p}_{12} \approx \hat{r} \hat{l} \left( \cos \hat{\theta}, \sin \hat{\theta} \right) \\
= \frac{1}{k} \hat{r} \sum_{i=1}^{n} I (X_i > X_{n-[k \cos \hat{\theta}],n} \quad \text{or} \quad Y_i > Y_{n-[k \sin \hat{\theta}],n}),
\]

and where the angle \(\theta\) and corresponding radius \(r\) can be consistently estimated by

\[
\hat{\theta} = \arctan (\hat{p}_2/\hat{p}_1) \quad \text{and} \quad \hat{r} = \sqrt{\hat{p}_1^2 + \hat{p}_2^2}.
\]

This estimator evaluates \(l\) on the unit circle, which is convenient since it is based on a larger set of observations than (4.5).\(^8\)

The entire estimation procedure thus depends on three estimators (4.2), (4.3), and (4.6) that are easy to calculate. Conditional on the proper choice of the nuisance parameters \(m\) and \(k\), the three estimators are asymptotically normally distributed. To determine \(m\) and \(k\), Goldie and Smith (1987) and Huang (1992) show that one picks \(m\) and \(k\) such that these are in the range which minimizes the respective asymptotic mean-squared errors.\(^9\) Consequently, minimizing the sample Mean Squared Error (MSE) is the appropriate selection criterion. In small samples best practice is to determine \(m\) and \(k\) by plotting the estimators as a function of the threshold, i.e., \(\hat{\gamma} = \hat{\gamma}(m)\) and \(\hat{l} = \hat{l}(k)\) and to select \(m\) and \(k\) in the region over which the estimators tend to be constant.\(^10\)

5. Extreme Linkages: Hypothesis Testing

The asymptotic normality of the estimators above enables some straightforward hypothesis testing. A test for the equality of tail indices

---

\(^8\)Since by choice \(\hat{p}_1 \approx 1/n\) or less, \(k \hat{p}_1\) is small and hence (4.5) is based on only a few observations. In (4.6) the linear homogeneity scales up \(\hat{l}\) by \(1/\hat{r}\), to the effect that this increases the number of excess observations because \(\cos \hat{\theta} > \hat{p}_1\) and \(\sin \hat{\theta} > \hat{p}_2\).

\(^9\)There exists an intermediate range of thresholds for which bias-squared and variance vanish at the same rate, while outside this range one of the two parts dominates and the asymptotic MSE is higher.

\(^10\)Plots are available upon request; see e.g. Embrechts et al. (1997) and De Haan and De Ronde (1998) for this widespread practice in small samples.
can be based on the following $T$-statistic

$$T_{12} = \frac{\hat{\gamma}_1 (m_1) - \hat{\gamma}_2 (m_2)}{\sigma [\hat{\gamma}_1 (m_1) - \hat{\gamma}_2 (m_2)]}, \tag{5.1}$$

and where the asymptotic standard error $\sigma [.]$ is obtained via a bootstrap estimate of the variance and covariance terms. The number of bootstrap replications is set equal to 600.

For several multivariate distributions, like the multivariate normal distribution, all dependency disappears in the tail area, and the contour lines of the $STDF$ are linear, recall (3.4). Other multivariate distributions exhibit dependency in the tail area, which is then captured by the $STDF$ that displays strictly concave contour lines. Before quantifying the magnitude of any extreme linkages, we pretest with Peng’s (1999) test for asymptotic dependence whether any statistically significant ones actually exist. To introduce this test, consider the following general second order expansion for the excess probability

$$P \{ X > Q_1, \ Y > Q_2 \} = c (u, v) t^{1/\eta} \left[ 1 + O (t^\beta) \right], \tag{5.2}$$

where $\beta, t > 0$ and $t$ sufficiently small. Quantiles $Q_1$ and $Q_2$ are defined as in (3.2). From elementary probability theory we know that the LHS probability in (5.2) boils down to

$$P \{ X > Q_1 \} + P \{ Y > Q_2 \} - P \{ X > Q_1 \ or \ Y > Q_2 \}.$$ 

Using (3.2) and (3.3) this approximately equals:

$$tu + tv - tl (u, v).$$

Substitute this result into (5.2) to obtain

$$u + v - l (u, v) \approx c (u, v) t^{1 - \eta}/\eta. \tag{5.3}$$

The value of the tail dependence coefficient $\eta$ governs whether extremal returns are asymptotically independent or not. If $X$ and $Y$ are asymptotically independent we already know that $l (u, v) = u + v$. Thus necessarily $\eta < 1$ in (5.3) as $t \to 0$. The case of asymptotic dependence corresponds to $\eta = 1$, so that both sides do not vanish when $t \to 0$. Still following Peng (1999) a consistent and asymptotically normal estimator for the tail dependence coefficient $\eta$ is then given by

$$\hat{\eta} = \frac{\ln 2}{\ln \left[ 4 - \widehat{l} (2, 2) \right] - \ln \left[ 2 - \widehat{l} (1, 1) \right]} \tag{5.4}.$$ 

The motivation for $\hat{\eta}$ can be easily seen from (5.3). The asymptotic normality of $\hat{\eta}$ allows one to test for $H_0 : \eta = 1$ against $H_1 : \eta < 1$ by
means of the test statistic
\begin{equation}
W = \frac{\hat{\eta} - 1}{\sigma(\hat{\eta})},
\end{equation}

which is asymptotically normally distributed under $H_0$.\textsuperscript{11}

Once we know there is asymptotic dependency, we can test for its importance. The asymptotic normality of the estimator (4.6) can be used to compare the amount of extreme dependence across different return quadrants. For a pair of stock and bond markets we can test whether contagion dominates flight-to-quality or vice versa by calculating the following $Z-$statistic:
\begin{equation}
Z = \frac{\hat{I}_{CO}(k_1) - \hat{I}_{FTQ}(k_2)}{\sigma \left[ \hat{I}_{CO}(k_1) - \hat{I}_{FTQ}(k_2) \right]},
\end{equation}
which has a standard normal distribution in large samples.\textsuperscript{12} In (5.6) the subscripts $CO$ and $FTQ$ to the $STDF$ estimates refer to stock and bond co-crashes or stock crashes and resulting bond market booms (flight to quality), respectively.

\section{6. Extreme Linkages: Results for G-5 Countries}

In this section we evaluate the extent of extreme co-movements within and between stock and bond markets. The data consist of 623 weekly stock and government bond returns for the G-5 market indices over the period 1987 to 1999.\textsuperscript{13} The stock and bond returns are not compensated for dividends and coupon payments, respectively.\textsuperscript{14} We

\textsuperscript{11}The asymptotic standard error can be expressed in terms of the tail dependence function and its derivatives, see Peng (1999).

\textsuperscript{12}For the sake of convenience, the tail dependence function is evaluated in (1,1) along the 45 degree line. The asymptotic standard error is estimated by a bootstrap of the variance and covariance terms. The number of bootstrap replications is set equal to 600.

\textsuperscript{13}Data were obtained from Datastream, Inc. G-5 countries are listed with the following abbreviations: France (FR), Germany (GE), United Kingdom (UK), United States (US), Japan (JP). The stock data are Financial Times/Standard & Poor’s world price indices, whereas the bond data correspond to price indices on 10 year (‘all-traded’) government bonds. We did not include corporate bond indices, because of our particular interest in the “flight-to-quality” phenomenon. Returns were calculated as log price differences, Friday to Friday, in local currency. The sample of daily raw data used started on 27 February 1999 and ended on 18 November 1999. Further information on the data are given in Annex 1.

\textsuperscript{14}Weekly data have the advantage that one significantly reduces the typical time zone problems encountered with international data at the daily frequency. Moreover, they capture more sustained crash phenomena than one would usually pick up with daily returns, which can be expected to have more significant effects.
start with the univariate stock and bond market extremes, eye-balling first indications for their joint occurrence. Then we turn to the systematic application of our extreme linkage measure.

6.1. **Extreme Returns in Stock and Bond Markets.** In the univariate step, we report tail index and quantile-probability estimates on the basis of (4.3) and (4.2). Table 1 contains information on the magnitude and timing of the most extreme in-sample events for stocks (panel A) and bonds (panel B). The table also gives the estimates of the tail index \( \alpha \) and the number of higher order statistics \( m \) which are used in computing the Hill estimator (4.3). We distinguish between the upper and lower tails of the univariate return distributions.

**Table 1.** Minima, maxima and tail index estimates for weekly G-5 asset returns, 1987 to 1999

<table>
<thead>
<tr>
<th>Country</th>
<th>min % (Date)</th>
<th>max % (Date)</th>
<th>( m_L )</th>
<th>( m_R )</th>
<th>( \alpha_L )</th>
<th>( \alpha_R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Stocks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>-13.81 (2/10/98)</td>
<td>11.57 (16/10/98)</td>
<td>10</td>
<td>15</td>
<td>3.32</td>
<td>4.68</td>
</tr>
<tr>
<td>FR</td>
<td>-11.12 (23/10/87)</td>
<td>9.61 (16/10/98)</td>
<td>30</td>
<td>40</td>
<td>3.24</td>
<td>5.68</td>
</tr>
<tr>
<td>UK</td>
<td>-24.83 (23/10/87)</td>
<td>8.19 (18/9/92)</td>
<td>20</td>
<td>20</td>
<td>3.76</td>
<td>4.54</td>
</tr>
<tr>
<td>US</td>
<td>-13.60 (23/10/87)</td>
<td>7.25 (16/10/98)</td>
<td>40</td>
<td>20</td>
<td>2.33</td>
<td>5.56</td>
</tr>
<tr>
<td>JP</td>
<td>-13.32 (23/10/87)</td>
<td>11.18 (21/8/92)</td>
<td>30</td>
<td>10</td>
<td>3.07</td>
<td>4.61</td>
</tr>
</tbody>
</table>

Panel B: Bonds

<table>
<thead>
<tr>
<th>Country</th>
<th>min % (Date)</th>
<th>max % (Date)</th>
<th>( m_L )</th>
<th>( m_R )</th>
<th>( \alpha_L )</th>
<th>( \alpha_R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GE</td>
<td>-6.61 (30/12/94)</td>
<td>3.77 (9/1/98)</td>
<td>10</td>
<td>10</td>
<td>5.39</td>
<td>5.57</td>
</tr>
<tr>
<td>FR</td>
<td>-5.14 (28/10/94)</td>
<td>5.21 (23/10/87)</td>
<td>10</td>
<td>10</td>
<td>6.01</td>
<td>5.58</td>
</tr>
<tr>
<td>UK</td>
<td>-6.35 (9/10/98)</td>
<td>4.81 (10/4/92)</td>
<td>10</td>
<td>20</td>
<td>3.91</td>
<td>4.46</td>
</tr>
<tr>
<td>US</td>
<td>-5.41 (15/5/87)</td>
<td>9.77 (23/10/87)</td>
<td>50</td>
<td>50</td>
<td>3.45</td>
<td>3.72</td>
</tr>
<tr>
<td>JP</td>
<td>-5.08 (25/12/98)</td>
<td>4.30 (6/11/87)</td>
<td>10</td>
<td>30</td>
<td>4.58</td>
<td>2.84</td>
</tr>
</tbody>
</table>

on financial institutions and the real economy. An even longer holding period was not possible due to the limited length of the bond index data available to us. Of course, the two advantages of the use of weekly data mentioned above come at the cost of not being able to address explicitly intra-day or daily short-run dynamics that could also help to understand crisis propagation mechanisms.
Focussing on the first two columns in Table 1, we see that the extremal stock index loss returns are generally much higher than extremal bond index returns. The historical extremes point towards asymmetries in stock index returns: The extreme loss returns consistently exceed the maximal positive returns. When comparing the entries for stock and bond markets, the timing of the extreme events, as recorded between brackets, suggests the presence of co-crashes and flight-to-quality effects during periods of market turbulence. Indeed all stock markets covered, except for Germany, reached historically low returns in the week of Black Monday. As an aside, the Table also shows that 3 stock markets (FR, GE, US) exhibited parallel record gains as a consequence of a major rebounce in mid October 1998 following the Russian and LTCM crises (in all likelihood related to the US Fed’s emergency interest rate reductions around this period) and 2 stock markets (JP, UK) exhibited comparable record gains around the September 1992 European currency crisis. The casual extreme linkage evidence is less clear for bond markets. For example, non of the largest bond index corrections occurred during the February to June 1994 fixed income market turmoil and only the UK experienced a record slump in the aftermath of the LTCM crisis. The October 1987 rallies in the French and US bond markets (and perhaps also the Japanese rally two weeks later) are suggestive for a flight-to-quality effect from stocks into government bonds.

We turn to the remaining columns in Table 1. The left tail parameters are highest for the bond returns indicating thinner lower tails in comparison with the stocks. This reflects the more limited downside risk of bond investments. Moreover, and in contrast to the bond series, the point estimates \( \hat{\alpha} \) for the left tail of the stock index series are lower than their right tail counterparts, which is consistent with the observed asymmetry between the minimal and maximal stock returns reported in the left part of the table. Using the \( T- \) test as defined in (5.1) we formally tested for equality of tail indexes across lower and upper tails and across assets. It turned out that only in the French and US stock markets the larger size of left tails are actually statistically significant. And again, only in France the left stock market tail is significantly

---

\(^{15}\)On Friday, October 16, 1987 the UK stock market remained closed due to a hurricane. Therefore, the weekly return in the UK for the period around Black Monday is calculated from Thursday to Friday, not from Friday to Friday. As a result the figure of a 25% fall (much higher than for the four other countries) might somewhat overstate the London crash in relative terms.
thicker than the left bond market tail. In almost all other cases the null hypothesis of equal tail indexes could not be rejected.\footnote{The detailed results of these tests are reported in Annex 2. This annex also reports further tests of relative tail thickness across countries and across asset types.}

**Table 2. Univariate tail probabilities for weekly G-5 asset returns**

<table>
<thead>
<tr>
<th>Country</th>
<th>Panel A: Stocks</th>
<th>Left tail</th>
<th>Right tail</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>return</td>
<td>-10%</td>
<td>-20%</td>
</tr>
<tr>
<td>GE</td>
<td>0.19306</td>
<td>0.01926</td>
<td>0.00500</td>
</tr>
<tr>
<td>FR</td>
<td>0.12359</td>
<td>0.01308</td>
<td>0.00355</td>
</tr>
<tr>
<td>UK</td>
<td>0.05190</td>
<td>0.00382</td>
<td>0.00083</td>
</tr>
<tr>
<td>US</td>
<td>0.12908</td>
<td>0.02559</td>
<td>0.00993</td>
</tr>
<tr>
<td>JP</td>
<td>0.18507</td>
<td>0.02209</td>
<td>0.00637</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Panel B: Bonds</th>
<th>Left tail</th>
<th>Right tail</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>return</td>
<td>-6%</td>
<td>-8%</td>
</tr>
<tr>
<td>GE</td>
<td>0.06564</td>
<td>0.01393</td>
<td>0.00419</td>
</tr>
<tr>
<td>FR</td>
<td>0.03202</td>
<td>0.00568</td>
<td>0.00148</td>
</tr>
<tr>
<td>UK</td>
<td>0.03412</td>
<td>0.01109</td>
<td>0.00464</td>
</tr>
<tr>
<td>US</td>
<td>0.08996</td>
<td>0.03301</td>
<td>0.01540</td>
</tr>
<tr>
<td>JP</td>
<td>0.03497</td>
<td>0.00936</td>
<td>0.00337</td>
</tr>
</tbody>
</table>

The economic issue of interest is the likelihood of the extreme returns. This question is addressed in Table 2 for stocks (Panel A) and bonds (Panel B). The excess probabilities are conditioned on different quantiles for the stocks and bonds with an eye towards the previous table’s historical minima and maxima. The reported probabilities are expressed over a yearly time horizon by multiplying the weekly probability estimates from (4.2) with a factor of 52. Thus the entry 0.02559 for the US in Table 2-Panel A in the column with the probability estimates at the 20% loss level implies, that once per 1/0.02559 \(\approx 39\) years there is a year in which the stock market drops by more than 20% over the course of a single week. In other words, such crashes are rare events but not so uncommon as one might believe. They happen about twice per human lifetime. (In bond markets a 10% decline would occur about once per lifetime.) Compare these estimates to a normal distribution based estimate, which would predict co-crashes in common stock to happen only once per \(31.5 \times 10^{20}\) years; this implies a factor difference of order \(10^{20}\)\footnote{As for the 10% level, Table 2 suggests a weekly crash of this magnitude in the US market once every 1/0.12908 = 7.7 years whereas a normal parametrization would suggest this to happen only once every 96799 years.}. Given the persisting popularity of...
the normality assumption, it should not surprise that agents tend to underestimate the probability of a financial crisis (see e.g. Friedman and Laibson, 1989).

6.2. Extreme Co-movements within and between Stock and Bond Markets. In the bivariate step we first pre-test for the presence of extreme linkages by means of the W-test from (5.5) prior to quantifying their magnitude. Subsequently we calculate the conditional expected number of market crashes (3.7) for the market pairs with significant asymptotic dependence. In the same way we calculate the expected number of simultaneous busts and booms for pairs of negative stock returns and positive bond returns. For curiosity we also report the standard correlation coefficient. Finally we examine by means of the Z-test from (5.6) whether co-crashes or flight-to-quality between stock and bond markets are equally likely to happen. We focus first on the extreme linkages within the stock market asset class and within the bond market asset class. We then study the extreme linkages between these two asset classes.

Table 3. Cross-border extreme linkages within bond and stock markets

<table>
<thead>
<tr>
<th>Pairs</th>
<th>W_{CO}^{SS}</th>
<th>\rho</th>
<th>E_{CO}^{SS}</th>
<th>W_{CO}^{BB}</th>
<th>\rho</th>
<th>E_{CO}^{BB}</th>
</tr>
</thead>
<tbody>
<tr>
<td>GE-FR</td>
<td>0.601</td>
<td>0.686</td>
<td>1.263</td>
<td>-0.254</td>
<td>0.600</td>
<td>1.164</td>
</tr>
<tr>
<td>GE-UK</td>
<td>-0.457</td>
<td>0.575</td>
<td>1.130</td>
<td>-0.599</td>
<td>0.438</td>
<td>1.109</td>
</tr>
<tr>
<td>GE-US</td>
<td>-1.206</td>
<td>0.470</td>
<td>1.148</td>
<td>-0.466</td>
<td>0.291</td>
<td>1.090</td>
</tr>
<tr>
<td>GE-JP</td>
<td>-0.437</td>
<td>0.314</td>
<td>1.216</td>
<td>-1.307</td>
<td>0.198</td>
<td>1.051</td>
</tr>
<tr>
<td>FR-UK</td>
<td>-1.131</td>
<td>0.589</td>
<td>1.208</td>
<td>-0.758</td>
<td>0.491</td>
<td>1.085</td>
</tr>
<tr>
<td>FR-US</td>
<td>-1.156</td>
<td>0.497</td>
<td>1.201</td>
<td>-1.059</td>
<td>0.363</td>
<td>1.049</td>
</tr>
<tr>
<td>FR-JP</td>
<td>-1.159</td>
<td>0.322</td>
<td>1.142</td>
<td>-0.691</td>
<td>0.129</td>
<td>1.023</td>
</tr>
<tr>
<td>UK-US</td>
<td>-1.404</td>
<td>0.546</td>
<td>1.118</td>
<td>-0.512</td>
<td>0.425</td>
<td>1.100</td>
</tr>
<tr>
<td>UK-JP</td>
<td>-1.370</td>
<td>0.361</td>
<td>1.057</td>
<td>-1.340</td>
<td>0.184</td>
<td>1.104</td>
</tr>
<tr>
<td>US-JP</td>
<td>-0.888</td>
<td>0.328</td>
<td>1.119</td>
<td>-0.876</td>
<td>0.164</td>
<td>1.080</td>
</tr>
</tbody>
</table>

\[ E_{CO}^{SS} := \frac{P(S_1 < -s_1) + P(S_2 < -s_2)}{P(S_1 < -s_1) + P(S_2 < -s_2)}, \quad E_{CO}^{BB} := \frac{P(B_1 < -b_1) + P(B_2 < -b_2)}{P(B_1 < -b_1) + P(B_2 < -b_2)}. \]

Table 3 reports extreme linkage results within the same asset class across borders. For both stocks and bonds the W-test never rejects the null of asymptotic dependence at the 5%-significance level. The third and sixth column report our extreme linkage measure (3.7). For stocks the conditional expectation is conditioned on the 20% loss quantile, whereas for bonds we chose the 8% loss quantile. Extreme cross-border linkages at the lower tail are stronger within stock markets than within
bond markets. Roughly one out of five stock market crashes is a co-crash. In the bond markets this number is less than one out of ten. This is consistent with a higher propensity for contagion or co-crashes between stock markets than between bond markets. Compared to the likelihood of single crashes, the probability of having a crash given a crash elsewhere are surprisingly high. In other words, while severe financial market crises as such are fairly rare events, they can become easily more widespread once they strike. However, as we will see further below, there exist also some limits to how far they tend to reach. With the exception of the Continental European country pair GE-FR, which exhibits the most highly interlinked stock and bond markets, no clear geographical patterns of crisis linkages can be discerned.

Note that the simple correlation measure (for the full distribution) reported in Table 3 might be easily read as suggesting even higher linkages, but this is rather an illusion. Indeed, suppose one applied the multivariate normal distribution in order to assess the stock-stock and bond-bond market linkages between e.g. France and Germany. We would find that $E_{CO}^{SS}$ and $E_{CO}^{BB}$ are equal to 1.000 joint stock crashes of at least 20% and 1.0006 joint bond crashes of at least 8%, respectively. Only if we condition on the 10% loss level for stocks we find evidence for co-dependence under the normal (one out of 25 mini-crashes is expected to be a co-crash under the normal parametrization). Hence, in spite of fairly high correlation coefficients the multivariate normal massively underrates extreme financial market linkages!

Table 4 contains the results on extreme linkages across asset classes. The upper part of the Table gives the results for extreme stock-bond market linkages within a given country, the lower part details international stock-bond market linkages (situating the stock market in the first country mentioned and the bond market in the second country). The $W$-test from (5.5) cannot reject asymptotic dependence for most asset market pairs, as shown for the case of co-crashes by the $W_{CO}^{SS}$ statistic and for the case of flight-to-quality from stocks into bonds by the $W_{FTQ}$ statistic. Only for the GE-FR pair in row 6 is the hypothesis of asymptotic co-crashes between German stocks and French bonds rejected at the 5% level (but not for French stocks and German bonds). In other words, our data display a significant degree of interdependence among G-5 financial markets during periods of crisis, well illustrating the relevance of the channels discussed in Section 2 by means of the ICAPM.

Given that there is both asymptotic dependence between the losses on stocks and bonds and between stock losses and gains in the bond markets, it is of some interest to test for the equality of the two effects.
### Table 4. Domestic and international extreme cross-asset linkages: co-crash versus flight-to-quality

<table>
<thead>
<tr>
<th>Country</th>
<th>( W_{CO}^{2n} )</th>
<th>( W_{FTQ}^{2n} )</th>
<th>( Z )</th>
<th>Panel A: Domestic</th>
<th>( \rho )</th>
<th>( E_{CO}^{2n} )</th>
<th>( E_{FTQ}^{2n} )</th>
<th>Panel B: Cross-border</th>
</tr>
</thead>
<tbody>
<tr>
<td>GE</td>
<td>-0.881</td>
<td>-0.265</td>
<td>0.311</td>
<td>0.190</td>
<td>1.027</td>
<td>1.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FR</td>
<td>-0.906</td>
<td>-0.974</td>
<td>-1.753</td>
<td>0.248</td>
<td>1.115</td>
<td>1.053</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>-0.740</td>
<td>-0.463</td>
<td>-3.992*</td>
<td>0.217</td>
<td>1.059</td>
<td>1.073</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>-0.658</td>
<td>-0.906</td>
<td>-0.432</td>
<td>0.235</td>
<td>1.052</td>
<td>1.043</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JP</td>
<td>-0.719</td>
<td>-1.376</td>
<td>0.099</td>
<td>0.051</td>
<td>1.092</td>
<td>1.040</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( E_{CO}^{2n} := \frac{P(S<0) + P(B<0)}{P(B<0)} \)
\( E_{FTQ}^{2n} := \frac{P(S<0) + P(B<0)}{P(B<0) or B>0} \)

\( (s, b) = (20\%, 8\%) \)

The question is whether joint crashes or contagion are more pervasive than flight-to-quality, given that a crash has occurred. This question is answered with the \( Z \)-test from (5.6); see Table 4, third column. It turns out that co-crashes dominate flight-to-quality in only two of the cases at the 1% significance level. For all other countries and market pairs the two effects are not significantly different from each other. On the other hand, the stock-bond correlations in Table 4 are in most cases positive, which would suggest that co-crashes dominate flight-to-quality phenomena. This apparent difference between correlations and

---

18 The equality test for the GE-FR pair is deleted from Table 4 because its limit distribution is degenerate under asymptotic independence.
our semi-parametric extreme events approach illustrates that simple
full sample - correlations are unreliable as indicators for the direction
of extreme co-movements. One interpretation of these results on extreme
cross-asset linkages is that there are some non-negligible barriers to
how far contagious financial market crashes can reach.

The last two columns report the conditional expected number of
extreme market movements measure from (3,7). The expected values
for co-crashes and flight-to-quality phenomena are comparable in
magnitude, i.e. $E_{FTQ} \approx E_{CO}$, which is in line with the Z-tests. In
comparison with the previous table we see that the linkage measures
across different assets tends to be lower than those for linkages across
bond markets, so that roughly the following ordering emanates from the
data: $E_{CS} > E_{BB} > E_{CB}$. This inequality confirms then that stocks
constitute a more risky asset class than government bonds and that
cross-asset crashes are relatively less likely than within-asset crashes.

The patterns for cross-border linkages in Table 4 are surprisingly
similar to within-country linkages. National borders do not seem to
limit the degree of contagion or flight-to-quality, which illustrates well
a potential disadvantage of international financial market integration
from the perspective of domestic financial market stability. Also, it
is very hard to disentangle any geographical patterns, e.g. related to
distance, say stronger cross-asset linkages between European countries.
There is rather some evidence of “safe haven” behaviour, since in the
last column the numbers for $E_{FTQ}$ of the cross border pairs are in
many cases slightly above the local market numbers in the top part
of the table. In particular, by comparing the country pairs involving
the US one can see that the probability of experiencing a rally in US
government bonds, given a stock market crash elsewhere, is almost
always among the highest (with the exception of US-JP). This may
well show the historical role of the dollar and US government securities
as a “safe haven” for European investors.

7. Conclusions

The linkages between asset markets in periods of crisis are character-
ized by their asymptotic tail dependence. From this measure we derive
non-parametric estimates for the expected number of market crashes
given that at least one market crashes. This novel approach does not
rely on a specific probability law for the returns, and therefore has the
distinct advantage over the often used conditional correlation measure,
that it cannot distort the view on the extreme spill-over likelihood.
Thus the approach in this paper bypasses the indirect method of computing a correlation and subsequently inferring the probability of loss, by directly calculating the economically relevant measure.

A first result for the G-5 countries from the univariate analysis is that stock market crashes in the order of a 20% weekly loss and bond market crashes in the order of an 8% weekly loss are not prevalent, but nevertheless do happen once or twice per lifetime. Turning to the bivariate results, we found that stock markets realize a co-crash in about one out of five crashes. This number is lower for bond markets, and still less for a co-crash between a stock and a bond market. Nevertheless, compared to the probability of experiencing a market crisis at all, the conditional likelihood that such a crisis reaches a certain breadth (a co-crash) is markedly higher. However, the flight-to-quality phenomenon is about as common as the co-crash of a bond and a stock market, highlighting some limits to the propagation of financial market crises. Overall, in line with free capital flows and financial integration between G-5 countries, national borders do not seem to matter very much. From the perspective of domestic financial stability this might sometimes be regarded as the bad downside of such integration, suggesting that the surveillance of financial market stability cannot stop at national borders. Generally, the frequency of crashes and the occurrence of co-crashes is much higher than a normal distribution based analysis would one lead to believe.

In relation to the widely reported experiences of contagion among emerging market economies during several recent financial crises in Latin America, Asia and Eastern Europe and subsequent calls for the reform of the international financial architecture, the results of this paper also raise the question whether such phenomena are more or less frequent and severe among the large industrial countries. In particular, following up on the 20% ballpark estimate for a co-crash between stock markets, given that for the US a crash happens only about once every 40 years and considering that bond market or cross-asset co-crashes tend to happen less frequently, one may conclude that a widespread securities market meltdown in the main industrialised countries happens much less than once every 200 years. Therefore, future research applying our tools to emerging market asset returns could shed light on the issue whether in the current efforts to reform the international financial architecture it might be advisable to differentiate between the various types of countries.
ANNEX 1: DATA DESCRIPTION

All the data used in this paper come from Datastream, Inc.\(^{19}\) Weekly returns are calculated from daily price indices, as weekly log first differences from Friday to Friday. The price indices do not include any corrections for dividend or coupon payments and are calculated from prices in local currency. The sample starts on 27 February and ends on 18 November 1999, which gives 623 weekly (non-overlapping) returns.

The raw daily stock market indices are Financial Times/Standard & Poor’s world price indices. They are calculated at local market closing times, usually between 4pm and 5pm. These indices are broad measures for price developments in the respective market, covering a representative list of individual stocks chosen according to market value and data availability (the largest value stocks are always included in the index). The number of stocks included is determined in relation to the total market capitalization in a country.

The raw daily bond market indices are 10 year “all-traded” government bond indices. They are calculated for all markets between 4.30am and 5am Greenwich Mean Time (GMT). In comparison to “benchmark” indices, the “all-traded” category includes a broader range of issues (liquid and illiquid ones) in order to encompass the entire sector for the given maturity.

ANNEX 2: TESTING RESULTS ON TAIL INEQUALITY

In this annex we present the results of tests for tail inequality, as defined in Section 5, equation (5.1). As in the main text, we write \( \hat{\gamma} = 1/\hat{\alpha} \), where \( \hat{\gamma} \) equals the Hill estimator and its inverse is an estimate of the tail index. Due to the asymptotic normality of the Hill estimator, the null \( H_0 : \gamma_1 = \gamma_2 \) can be tested using the statistic already reported in (5.1):

\[
T_{12} = \frac{\hat{\gamma}_1 (m_1) - \hat{\gamma}_2 (m_2)}{\sqrt{\hat{\sigma}^2 (\gamma_1) + \hat{\sigma}^2 (\gamma_2) - 2 \hat{\text{cov}} (\hat{\gamma}_1, \hat{\gamma}_2)}} \rightarrow N (0, 1).
\]

Note that the variances in the denominator may be either calculated by using the bootstrap or analytically by exploiting the property \( \hat{\sigma}^2 (\hat{\gamma}) \approx \frac{\hat{\gamma}^2}{m} \) (m large). The covariance term, however, can only be calculated by the bootstrap.

\(^{19}\)The explanations provided in this annex come from the two manuals “Datastream Global Equity Indices” and “Datastream Government Bond Indices” and some additional information given by the Datastream user helpline.
Applying this test, the first table (Table 5) contains values of the statistic $T_{12}$ for testing the equality of left and right tail indexes for stock and bond markets respectively. In this case the two samples are independent and we can set the covariance term to zero. Variances are bootstrapped instead of calculated analytically. For a typical bootstrap replication number of 600, however, we find that the bootstrapped variances are sufficiently close to their analytical counterparts and that there is convergence in the bootstrap. In the data at hand equality of left and right tails is only rejected for France at the 5% significance level and for the US at the 1% significance level.

**Table 5. Testing for the equality of left and right tail indexes**

<table>
<thead>
<tr>
<th></th>
<th>Stocks</th>
<th>Bonds</th>
</tr>
</thead>
<tbody>
<tr>
<td>GE</td>
<td>0.791</td>
<td>0.073</td>
</tr>
<tr>
<td>FR</td>
<td>2.111*</td>
<td>-0.165</td>
</tr>
<tr>
<td>UK</td>
<td>0.591</td>
<td>0.335</td>
</tr>
<tr>
<td>US</td>
<td>3.153*</td>
<td>0.372</td>
</tr>
<tr>
<td>JP</td>
<td>1.203</td>
<td>-1.413</td>
</tr>
</tbody>
</table>

Table 6 reports the tail inequality test results, comparing the relative thickness of stock and bond market return tails between G-5 countries and across asset classes. As shown in Tables 3 and 4 in the main text with the help of the W test by Peng (1999), one cannot assume independence in these cases and therefore the covariance term in $T_{12}$ has to be bootstrapped. For consistency we bootstrapped both variances and covariances using 600 replications again. At the 5% significance level, one can reject the equality of left stock and bond market return tails in France, the equality of left French and US bond market return tails and the equality of left Japanese stock market return tails and French bond market return tails. Even at the 1% level one can reject for the left tails the equality of US stock market and German bond market extreme returns, US stock market and French bond market extreme returns and US stock market and Japanese bond market returns. For the right tails our data show a highly significant difference between French stock market and Japanese bond market extreme returns and a slightly less significant difference between French and Japanese extreme bond market returns. However, overall in most cases the test cannot reject the hypothesis of equal tail indexes in stock and bond markets of G-5 countries.
Table 6. Testing for the equality of tail indexes across different assets and countries

<table>
<thead>
<tr>
<th></th>
<th>Left tail equality</th>
<th>Right tail equality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S = S$</td>
<td>$B = B$</td>
</tr>
<tr>
<td>GE</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>US</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>JP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pairs ($S - B$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE-FR</td>
<td>-0.089</td>
<td>0.243</td>
</tr>
<tr>
<td>FR-GE</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GE-UK</td>
<td>0.326</td>
<td>-0.751</td>
</tr>
<tr>
<td>UK-GE</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GE-US</td>
<td>-1.354</td>
<td>-1.329</td>
</tr>
<tr>
<td>US-GE</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GE-JP</td>
<td>-0.235</td>
<td>-0.373</td>
</tr>
<tr>
<td>JP-GE</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FR-UK</td>
<td>0.517</td>
<td>-0.930</td>
</tr>
<tr>
<td>UK-FR</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FR-US</td>
<td>-1.77</td>
<td>-2.122*</td>
</tr>
<tr>
<td>US-FR</td>
<td>-</td>
<td>3.28*</td>
</tr>
<tr>
<td>FR-JP</td>
<td>-0.263</td>
<td>-0.690</td>
</tr>
<tr>
<td>JP-FR</td>
<td>-</td>
<td>2.167*</td>
</tr>
<tr>
<td>UK-US</td>
<td>-1.772</td>
<td>-0.357</td>
</tr>
<tr>
<td>US-UK</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UK-JP</td>
<td>-0.706</td>
<td>0.365</td>
</tr>
<tr>
<td>JP-UK</td>
<td>-</td>
<td>0.636</td>
</tr>
<tr>
<td>US-JP</td>
<td>1.425</td>
<td>1.064</td>
</tr>
<tr>
<td>JP-US</td>
<td>-</td>
<td>0.516</td>
</tr>
</tbody>
</table>
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