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Abstract

We propose to treat survey-based density expectations as compositional data when testing either for heterogeneity in density forecasts across different groups of agents or for changes over time. Monte Carlo simulations show that the proposed test has more power relative to both a bootstrap approach based on the KLIC and an approach which involves multiple testing for differences of individual parts of the density. In addition, the test is computationally much faster than the KLIC-based one, which relies on simulations, and allows for comparisons across multiple groups. Using density expectations from the ECB Survey of Professional Forecasters and the U.S. Survey of Consumer Expectations, we show the usefulness of the test in detecting possible changes in density expectations over time and across different types of forecasters.
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Non-Technical Summary

Being able to test for differences amongst economic variables or groups of economic variables is a central concern in empirical economics. For example, much recent work in macroeconomics and monetary economics has emphasized the importance of heterogeneity in the behavior and expectations of economic agents. However, a powerful test is needed to determine if any observed difference across variables or agents is genuinely robust. Equally, tests of difference are important for identifying changes in economic variables over time, i.e., their temporal stability. In a monetary policy context, a good example in this respect is ways to test for possible changes in agent’s medium- to long-term inflation expectations in the current context of elevated inflation.

In this paper, we suggest a new method to test for differences in survey-based density expectations that recently have become popular. These density expectations offer a more complete picture of expectations relative to conventional point or mean expectations which indicate only the average outcome that is expected. Using such probabilistic expectations, it is possible to understand not just the average outcome that people expect but also how agents assess the uncertainty, skewness and tail risks related to the possible future evolution of the economy.

The central insight that we develop in this paper is that one should treat such density expectations that surveys elicit in the form of vectors of event probabilities as compositional data. Compositional data consist of vectors of proportions (in our context probabilities) that are subject to the constraint that the sum of all elements must equal a fixed value (in our context this value is set to one). We show how tests that have been developed for compositional data can be used to test for differences in probabilistic expectations across different groups of individuals or survey waves. Using a controlled simulation environment, we show that the proposed compositional approach is much more powerful than other commonly used methods. As a result, it may be able to detect important differences in probabilistic expectations that other methods may fail to detect. Moreover, our proposed test is much faster computationally because it does not require extensive computer simulations due to the fact that the underlying distribution of the test statistic is known under the null hypothesis that both sets of density expectations are from the same population, i.e., that there is no heterogeneity across groups or change over time. In addition, the test allows for a joint comparison across multiple groups or observations, whereas the alternative approaches that are currently available do not allow for such joint comparisons. With such joint comparisons it is possible to find out if the probabilistic expectations of one group of agents is different from the expectations of all other groups of agents that are available for analysis.

The paper then applies the proposed tests to four different research questions. Specifically, we test for heterogeneity of expectations and changes over time among different groups of professional macroeconomic forecasters (based on data from the European Cen-
the Federal Reserve Bank of New York’s Survey of Consumer Expectations). In these applications, we show that (i) professional forecasters quickly changed their short-term inflation density forecasts in response to the recent period of rising inflation rates, whereas long-term expectations reacted much more gradually, (ii) for most periods inflation and GDP growth expectations significantly differ between experts that round their probability statements and those that do not, (iii) comparing the inflation density forecasts of men and women there is strong evidence for gender differences in these expectations, and (iv) for a substantial fraction of periods in our sample households from different regions of the U.S. report significantly different density expectations for the future change of nationwide house prices.

Overall, our findings show that it is beneficial to treat survey-based density expectations as compositional data. This might be relevant also in other contexts where such survey data is used. Our results could be extended by using the panel structure of most expectation surveys. So far, we have analyzed each survey wave independently as separate samples but one could also jointly analyze the full sample of expectation data. For instance, by adopting a dynamic model for the compositional expectation data.
1 Introduction

Expectations are central both for microeconomic decision-making and for macroeconomic
dynamics. Hence, it is not surprising that a large body of literature studies the properties
of expectations in various economic contexts. In recent years, the use of survey-based ex-
pection data has become increasingly more common. This process is particularly strong
in macroeconomics where more and more surveys are set up to study the macroeconomic
expectations of private households (D’Acunto et al., 2021; Conrad et al., 2022), firms
(Coibion et al., 2018, 2020; Andrade et al., 2022), and professional forecasters (Rich and
Tracy, 2021; Glas and Hartmann, 2022).

We observe two tendencies in this literature that we want to bring together in our
paper. On the one hand, there is a growing focus on understanding the reasons for
and the effects of heterogeneity of macroeconomic expectations at least since the seminal
contribution by Mankiw et al. (2003). On the other hand, there is a tendency towards
the analysis of probabilistic (density) expectations that offer a more complete picture of
expectations relative to conventional point expectations (Manski, 2018). What is missing,
so far, are major efforts to combine these two important aspects.

The contribution of this paper is to suggest a method that can be used to test for
heterogeneity of probabilistic expectations. Such probabilistic expectations are usually
elicted by asking agents to assign probabilities to intervals of potential outcomes. Our
central insight is that these vectors of probabilities are compositional data. Composi-
tional data consist of vectors of proportions (here: probabilities) that are subject to the
constraint that the sum of all elements must equal a fixed value (here: one), see Aitchison
(1982, 1986). We propose to use tests that have been developed for compositional data
to test for differences in probabilistic expectations across different groups of individuals
or survey waves.

Using Monte Carlo simulations, we show that the proposed compositional approach
is more powerful than an alternative bootstrap-based approach that builds on the more
traditional way of comparing (expectation) distributions using distance measures such as
the Kullback Leibler Information Criterion (KLIC). Moreover, our proposed test is much
faster because it does not require simulations due to the fact that the distribution of
the test statistic is known under the null hypothesis. In addition, the test allows for a
joint comparison of multiple groups, whereas the KLIC-based approach can only be used
to compare two groups at a time. We then apply the method to four different research
questions that have recently been discussed in the literature. Specifically, we test for
heterogeneity of expectations and changes over time among different groups of professional
macroeconomic forecasters (based on data from the European Central Bank’s Survey of
Professional Forecasters) and private households (based on data from the Federal Reserve
Bank of New York’s Survey of Consumer Expectations).
The results from the Monte Carlo simulations suggest that the tests designed for compositional data have high power against alternatives that imply only moderate differences in density expectations between two subpopulations, especially when the sample size is relatively small. In the applications, we show that (i) professional forecasters quickly changed their short-term inflation density forecasts in response to the recent period of rising inflation rates, whereas long-term expectations reacted more gradually, (ii) for most periods inflation and GDP growth expectations significantly differ between experts that round their probability statements and those that do not, (iii) there is strong evidence against the hypothesis that private households’ inflation expectations reported by men and women are equal and (iv) for a substantial fraction of periods in our sample households from different regions report significantly different density expectations for the future change of nationwide house prices.

First and foremost, our work relates to other studies that analyze heterogeneity of macroeconomic expectations across individuals or firms. For example, Malmendier and Nagel (2011, 2016) show that U.S. households who experienced low stock market returns and/or high inflation rates during their lifetime tend to be more pessimistic with respect to future stock market developments and/or inflation than individuals with more moderate life-time experiences. Similarly, Kuchler and Zafar (2019) find that local house price experiences affect households’ expectations about future house price changes. In particular, the experience of volatile house prices leads to a higher dispersion of house price expectations. With respect to firm expectations, Kumar et al. (2015) find that the inflation expectations of firm managers in New Zealand are heavily dispersed, at odds with the notion of anchored or fully rational expectations. A common feature shared by these studies is that they focus on point forecasts. Our contribution is to provide methods that allow us to analyze heterogeneity of density expectations and, thus, to move beyond the analysis of heterogeneity of point expectations.\footnote{A related paper that analyzes heterogeneity of density expectations is Mitchell and Hall (2005), who use the KLIC as a measure of heterogeneity. They propose a KLIC-based test of equal predictive accuracy of two density forecasts that is conceptually similar to the popular Diebold-Mariano test. Comparing the density forecasts (‘fan charts’) for inflation in the UK reported by the Bank of England and the National Institute of Economic and Social Research, Mitchell and Hall (2005) find that the former tend to be more accurate than the latter.}

In terms of the methodology used, our work relates to—and borrows heavily from—the literature on compositional data. Aitchison (1986) and Filzmoser et al. (2018) offer comprehensive overviews of methodological aspects that are important when dealing with such data. The methods are widely applied in many disciplines, including geochimistry (e.g., Reimann et al., 2012; Buccianti, 2018), sedimentology (Weltje and von Eynatten, 2004), demography (Lloyd et al., 2012) and medicine (Kitano et al., 2020; Braga and Feingold, 2020). In economics, methods for compositional data have been used, for instance, to analyze income or expenditure shares (Fry et al., 1996) and how time budgets
are shared for different activities (Gupta et al., 2020). Our contribution is to show that these methods are also relevant and helpful when dealing with probabilistic expectations.

The rest of this paper is structured as follows. Section 2 briefly summarizes the basics of compositional data and describes the tests that we propose to use for the analysis of heterogeneity and temporal stability in probabilistic expectations. Section 3 presents the results from the Monte Carlo simulations that we use to assess the properties of the tests. Section 4 describes the applications of the proposed method. Section 5 concludes.

2 Methodology

We consider probabilistic survey expectations reported by individuals $i = 1, \ldots, N$ at time $t = 1, \ldots, T$ for some future (macroeconomic) outcome in period $t + h$ so that $h$ indicates the forecast horizon. In practice, such expectations are usually elicited by asking subjects to assign probabilities to a set of $K$ different outcome intervals (or 'bins'). The assigned values indicate the probabilities by which subjects expect the outcome to fall into the corresponding intervals. Hence, each probabilistic expectation is characterized by a vector $p_{i,t,h} = (p_{i,t,h,1}, p_{i,t,h,2}, \ldots, p_{i,t,h,K})'$ with non-negative elements $p_{i,t,h,k}$ for $k = 1, \ldots, K$. Since the union of all intervals covers the entire outcome space, a natural constraint (which is usually enforced by the survey design) is that $p_{i,t,h,1} + p_{i,t,h,2} + \ldots + p_{i,t,h,K} = 1$.

We are interested in the following problem: given two sets of density forecasts, denoted as $g \in \{A, B\}$, we want to test the null hypothesis that individuals from both groups draw their probabilistic expectations from the same distribution. More formally, let $(\mu^A_{t,h,1}, \mu^A_{t,h,2}, \ldots, \mu^A_{t,h,K})'$ denote the expected value of the vector of interval probabilities for any individual from group $g$. Our null hypothesis then is $H_0: \mu^A_{t,h} = \mu^B_{t,h}$ against the alternative hypothesis that $H_1: \mu^A_{t,h} \neq \mu^B_{t,h}$. We want to test this hypothesis about the two population moments using two samples of observed probabilistic expectations of size $N_A$ and $N_A + N_B = N$.

In the following subsections, we first propose a test for analyzing differences of histogram forecasts across groups of individuals that we borrow from the literature on analyses of compositional data. We then describe two alternative approaches. The first alternative breaks down our null hypothesis into $K$ interval-specific testable hypothesis and uses the Bonferroni correction to control for the size of the test of the primary null hypothesis. The second alternative is a bootstrap-based approach that is based on the traditional way of measuring the dissimilarity between two distributions using the KLIC.

---

2 In the applications below, we require strictly positive probabilities to simplify the analysis. Hence, we replace all zero entries by very small numbers in the applications and adjust the other entries accordingly to ensure that the unit constraint is still met.

3 We use the terms ‘histogram’ and ‘density forecast’ as synonyms when referring to these kind of expectation data.
2.1 Compositional Data Approach

Treating expectations of the form considered in this paper as compositional data starts from the insight that the sum of all probabilities must equal one. With respect to the statistical modeling of the distribution of the vectors of probabilities $p_{i,t,h}$, this implies that the sample space is not simply the $K$-dimensional space of non-negative real numbers $\mathbb{R}^+_K$ but the so-called $K-1$-dimensional simplex defined by

$$S^{K-1} = \{ (p_{i,t,h,1}, \ldots, p_{i,t,h,K}) : p_{i,t,h,1} \geq 0, \ldots, p_{i,t,h,K} \geq 0; p_{i,t,h,1} + \ldots + p_{i,t,h,K} = 1 \}. \quad (1)$$

Failing to take account of this—by applying ‘standard’ statistical methods—will lead to various problems, including problematic interpretation of the covariance of the interval probabilities (see Aitchison, 1986, Chapter 3).

Instead, one needs to apply a proper one-to-one transformation that leads to a vector of random variables that one can handle more easily. Commonly, the additive logratio transformation is used and we adopt this choice in our paper, too. Choosing the $K$th probability as the reference category (without loss of generality), the transformed expectation data is given by

$$\bar{p}_{i,t,h,k} = \ln \left( \frac{p_{i,t,h,k}}{p_{i,t,h,K}} \right) \quad \text{for } k = 1, \ldots, K-1. \quad (2)$$

This transformation makes the constraint that elements must add up to one obsolete. Instead, the sample space for the transformed object $\bar{p}_{i,t,h} = (\bar{p}_{i,t,h,1}, \ldots, \bar{p}_{i,t,h,K-1})'$ is $\mathbb{R}^{K-1}$. We will assume that $\bar{p}_{i,t,h}$ follows a multivariate normal distribution $N(\bar{\mu}_{t,h}, \Sigma_{t,h})$ with $(K-1)$-dimensional mean vector $\bar{\mu}_{t,h}$ and $(K-1) \times (K-1)$-dimensional covariance matrix $\Sigma_{t,h}$. This implies that the original vector of probabilities $p_{i,t,h}$ follows an additive logistic normal distribution according to the definition in Aitchison (1986, p. 113).

The above stated hypothesis test translates into a simple test of equality of population means in two subpopulations, i.e., $H_0: \bar{\mu}_A = \bar{\mu}_B$ versus $H_1: \bar{\mu}_A \neq \bar{\mu}_B$, leaving aside for a moment the indices for different time periods and horizons.

This can be implemented by a Hotelling test using the test statistic

$$Q = \frac{N_A N_B (N_A + N_B - K)}{(N_A + N_B)(N_A + N_B - 2)(K-1)} (\bar{p}_A - \bar{p}_B)' S^{-1}(\bar{p}_A - \bar{p}_B), \quad (3)$$

Martín-Fernández et al. (2003) discuss various strategies of dealing with zeroes and missing values in compositional data.

Using the suitable variant of the central limit theorem (Aitchison, 1986, p. 124), the normality assumption for the distribution of transformed probabilities can be relaxed when conducting tests based on sample sizes that are sufficiently large.

We assume that $\Sigma$ is the same in each subpopulation. However, this assumption can be easily relaxed in the used framework.
where
\[
\tilde{p}_{A} = \frac{1}{N_A} \sum_{i=1}^{N_A} \tilde{p}_i,
\]
\[
\tilde{p}_{B} = \frac{1}{N_B} \sum_{j=1}^{N_B} \tilde{p}_j,
\]
and
\[
S = \frac{1}{N_A + N_B} \left( \sum_{i=1}^{N_A} (\tilde{p}_i - \tilde{p}_{A})^2 + \sum_{j=1}^{N_B} (\tilde{p}_j - \tilde{p}_{B})^2 \right)
\]
denote the maximum likelihood estimates of the population parameters. The test statistic \( Q \) in Eqn. (3) follows an \( F \) distribution with \( K - 1 \) and \( N_A + N_B - K \) degrees of freedom.\(^7\)

One advantage of treating histogram expectations as compositional data when testing for mean differences across groups is that we can easily extend the approach to allow for a joint comparison of more than two groups. This can be done by applying an ANOVA-type analysis to test the null hypothesis \( H_0^1: \tilde{\mu}_1 = \tilde{\mu}_2 = \ldots = \tilde{\mu}_G \) against the alternative that at least one mean is different from the others. Another benefit is that the computations necessary for this approach are very fast which is a key advantage over the commonly-used KLIC-based approach discussed below in Section 2.3.

2.2 Multiple Testing Bonferroni Approach

The second approach for testing the null hypothesis described above deconstructs the histograms and compares the probabilistic expectations interval by interval. The primary null hypothesis implies for all \( k = 1, \ldots, K \) that \( H_{0}^k: \mu_{A, t, h, k} = \mu_{B, t, h, k} \) is true. The alternative in each case is \( H_{1}^k: \mu_{A, t, h, k} \neq \mu_{B, t, h, k} \). For each \( k \), we can use a standard two-sample t-test to test this. The primary null hypothesis is rejected if we can reject the implied null hypothesis for at least one of the bins. To ensure good small sample properties, we apply the test to the log probabilities, i.e., \( \ln(p_{i, t, h, k}) \) for \( k = 1, \ldots, K \).

Since this approach gets us into a multiple-testing setup, we have to apply a correction to the significance level used for the individual t-tests to control the overall size of our testing approach. A common approach to do so is the Bonferroni correction that implies using a significance level of \( \alpha/K \) for each individual hypothesis \( H_{0}^k \), where \( \alpha \) is the overall size that should be achieved.

Similar to the Hotelling test from the previous subsection, the approach described here can deal with more than two groups and does not require much computing power. A drawback of this approach is that the Bonferroni correction is known to be conservative.

---

\(^7\)See Section 7.5 of Atchison (1986) for more details about testing hypotheses about the population parameters of subsamples of vectors that follow an additive logistic normal distribution.
(`undersized`) when the individual test statistics are correlated which—due to the compositional nature of our data—is the case in our context. This reduces the power of the testing approach.

### 2.3 KLIC-Based Approach

The third approach for testing the primary null hypothesis starts from the fact that the KLIC is commonly used to compare probability distributions. The KLIC describes the expected value of the logarithmic difference between two sets of probability distributions (Mitchell and Hall, 2005). For discrete probability distributions, such as the histogram forecasts described above, the KLIC is defined as

$$
\text{KLIC}(\bar{p}^A_{t,h}, \bar{p}^B_{t,h}) = \sum_{k=1}^{K} \bar{p}^A_{t,h,k} \ln \left( \frac{\bar{p}^A_{t,h,k}}{\bar{p}^B_{t,h,k}} \right) 
$$

In Eqn. (4), the elements of the vectors $\bar{p}^A_{t,h}$ and $\bar{p}^B_{t,h}$ represent the average (non-transformed) probability mass assigned to bin $k$ based on the individuals in a particular group.

Under the null hypothesis defined above, the aggregate distributions of both groups are very similar for finite group sizes and asymptotically identical. In this case, the KLIC from Eqn. (4) is close to zero. The more $\bar{p}^A_{t,h,k}$ and $\bar{p}^B_{t,h,k}$ deviate from each other, the larger the value of KLIC$(\bar{p}^A_{t,h}, \bar{p}^B_{t,h})$. To test whether KLIC$(\bar{p}^A_{t,h}, \bar{p}^B_{t,h})$ is significantly different from zero and, hence, the null hypothesis should be rejected, we use a bootstrap approach. Specifically, we draw $Z$ random samples of size $N$ with replacement from the available density expectation data. We then randomly assign $N_A$ of the drawn histograms to group $A$ and $N_B$ drawn histograms to group $B$. For each bootstrap sample, we then calculate the KLIC as described in Eqn. (4). We conclude that KLIC$(\bar{p}^A_{t,h}, \bar{p}^B_{t,h})$ is significantly different from zero whenever it exceeds the 95%-quantile of the $Z$ bootstrapped KLIC values.\(^8\)

The use of the KLIC for comparing histogram forecasts has several disadvantages though. First, the KLIC can only be used to compare the probability distributions of two groups. In case the number of groups exceeds two, only pairwise comparisons can be carried out. Second, calculation of the bootstrapped KLICs is computationally intensive. These are severe shortcomings relative to the previously discussed alternatives.

\(^8\)This approach is similar to Clements (2022) who proposes a test for heterogeneity in the revisions of GDP growth expectations in the U.S. Survey of Professional Forecasters. In order to address potential issues due to small sample size, Clements (2022) simulates a set of imaginary SPF participants by randomly drawing from the set of forecast revisions reported in a given survey wave. While his bootstrap approach focuses on revisions of point forecasts, we randomly draw and reassign entire density forecasts.
3 Monte Carlo Simulations

We now assess the properties of the testing approaches discussed in the previous section by means of Monte Carlo simulations. In particular, we compare the rejection frequencies of the Hotelling test, the multiple testing Bonferroni approach and the KLIC-based test under the null hypothesis of equal subpopulation means and various alternatives.

3.1 Simulation Setup

For the Monte Carlo evaluation, and without any loss in generality, we calibrate our benchmark histograms to the one-year-ahead inflation histograms from the 2020Q1 wave of the SPF (see Section 4 for details on the survey). We first obtain an estimate of $\Sigma$ by applying the additive logratio transformation in Eqn. (2) to the individual histograms and calculating the corresponding covariance matrix. To obtain $\tilde{\mu}^A$, we fit a normal distribution to the aggregate SPF histogram. To do so, we first calculate the mean and standard deviation of the aggregate histogram by assuming that the probability mass in each bin is centered at the midpoint and use those parameters as starting values for the optimization.\(^9\) We then calculate the probability mass for each bin using the fitted normal density and apply the additive logratio transformation to these probabilities.

For each scenario described below, we simulate $S = 2000$ artificial data sets of histograms. We then apply the Hotelling test, the Bonferroni-adjusted $t$-tests and the KLIC-based test as described in the previous section and calculate the rejection frequencies in each case. For the KLIC-based test we set the number of bootstrap replications to $Z = 250$. Finally, we choose a nominal level of $\alpha = 0.05$.

In practice, the SPF histograms are relatively coarse and many individual histograms do not closely resemble a normal distribution. For the one-year-ahead inflation expectations, almost two thirds of the SPF participants assign nonzero probability to at most five bins. Therefore, a possible concern could be that the choice of a Gaussian distribution for the simulations is not appropriate for individual survey responses and, thus, might yield a misleading impression of the tests’ properties in real applications. To assess how deviations from normality affect the size and power of the tests, we conduct a second set of simulations with a data generating process (DGP) that mimics this data feature. In particular, we transform the simulated histograms into more coarse versions with nonzero probability assigned only to the (two to five) bins with the highest probabilities. For each individual histogram, we randomly draw the precise number of bins with nonzero probability with selection probabilities equal to the relative frequency of observations in

\(^9\)Figure A.1 shows the aggregate SPF histogram (reporting densities instead of bin probabilities) based on the predictions reported by 46 survey participants. Mean and standard deviation based on the ‘mass-at-midpoint’-approach are 1.26 percentage points and 0.60 percentage point, respectively. The black line shows the fitted normal distribution, which has a mean of 1.25 percentage points and a standard deviation of 0.54 percentage point.
the SPF with two to five bins (rescaled to sum to unity). We refer to the two settings as the Gaussian setup and the truncated-probabilities setup below.

### 3.2 Results for Gaussian Setup

In a first step, we analyze whether the different tests are correctly sized for varying group size. For each group, we consider group sizes of 10, 25, 50, 75, 100, 200 and 500 individuals. While a group size of approximately 25 individuals seems to be a good description of surveys among professional forecasters, a group size of 500 individuals is more representative of typical household surveys.

**Table 1: Monte Carlo simulation results: size analysis**

<table>
<thead>
<tr>
<th>Group size $(N_A = N_B)$</th>
<th>10</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>200</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Gaussian setup, baseline within-group heterogeneity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hotelling</td>
<td>0.055</td>
<td>0.052</td>
<td>0.056</td>
<td>0.048</td>
<td>0.046</td>
<td>0.046</td>
<td>0.048</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>0.053</td>
<td>0.050</td>
<td>0.049</td>
<td>0.043</td>
<td>0.033</td>
<td>0.038</td>
<td>0.033</td>
</tr>
<tr>
<td>KLIC</td>
<td>0.062</td>
<td>0.050</td>
<td>0.063</td>
<td>0.049</td>
<td>0.054</td>
<td>0.047</td>
<td>0.049</td>
</tr>
<tr>
<td><strong>Panel B: Gaussian setup, low within-group heterogeneity (rel. to baseline)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hotelling</td>
<td>0.055</td>
<td>0.048</td>
<td>0.048</td>
<td>0.042</td>
<td>0.051</td>
<td>0.057</td>
<td>0.045</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>0.035</td>
<td>0.040</td>
<td>0.043</td>
<td>0.040</td>
<td>0.039</td>
<td>0.040</td>
<td>0.038</td>
</tr>
<tr>
<td>KLIC</td>
<td>0.047</td>
<td>0.049</td>
<td>0.042</td>
<td>0.051</td>
<td>0.047</td>
<td>0.066</td>
<td>0.050</td>
</tr>
<tr>
<td><strong>Panel C: Gaussian setup, high within-group heterogeneity (rel. to baseline)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hotelling</td>
<td>0.052</td>
<td>0.049</td>
<td>0.051</td>
<td>0.050</td>
<td>0.058</td>
<td>0.054</td>
<td>0.050</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>0.048</td>
<td>0.041</td>
<td>0.042</td>
<td>0.037</td>
<td>0.043</td>
<td>0.037</td>
<td>0.039</td>
</tr>
<tr>
<td>KLIC</td>
<td>0.038</td>
<td>0.053</td>
<td>0.047</td>
<td>0.052</td>
<td>0.047</td>
<td>0.052</td>
<td>0.055</td>
</tr>
<tr>
<td><strong>Panel D: Truncated-prob. setup, baseline within-group heterogeneity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hotelling</td>
<td>0.050</td>
<td>0.047</td>
<td>0.044</td>
<td>0.038</td>
<td>0.049</td>
<td>0.046</td>
<td>0.045</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>0.061</td>
<td>0.043</td>
<td>0.043</td>
<td>0.044</td>
<td>0.042</td>
<td>0.041</td>
<td>0.040</td>
</tr>
<tr>
<td>KLIC</td>
<td>0.048</td>
<td>0.046</td>
<td>0.052</td>
<td>0.046</td>
<td>0.053</td>
<td>0.045</td>
<td>0.049</td>
</tr>
</tbody>
</table>

**Notes:** The panels show rejection frequencies for the Hotelling test, the multiple testing approach and the KLIC-based test under the null hypothesis of no expectation difference between two groups for varying group size. In the simulations, all tests are used with a nominal size of 0.05. Panel A presents results for the Gaussian setup with baseline within-group heterogeneity. Panels B and C show rejection rates when we multiply the baseline $\Sigma$ by 0.5 and 5, respectively. Panel D presents our findings for the truncated-probabilities setup with baseline within-group heterogeneity.

These frequencies are 9.9%, 20.0%, 16.4% and 15.1% for the one-year-ahead inflation expectations in the SPF.
Table 1 shows the rejection frequencies of all three tests under the null hypothesis. While panel A shows the results for our baseline calibration of the covariance matrix that determines the within-group heterogeneity, panels B and C present findings for lower/higher within-group heterogeneity. In these settings, we multiply $\Sigma$ by a factor $c$, where $c$ equals $0.5$ (panel B) or $5$ (panel C). For both the Hotelling test for compositional data and the KLIC-based approach (and for all sample sizes and levels of within-group heterogeneity) the empirical size is very close to the nominal size of 0.05. In contrast, the multiple testing Bonferroni approach is, as expected, undersized. With respect to the speed of the MC simulations, performing the KLIC-based test 2,000 times takes a little more than 14 hours on a standard desktop computer while 2,000 Hotelling tests take only nine seconds.

Next, we turn to an assessment of the power of the tests. Unless explicitly stated otherwise, we set the group sizes to $N_A = N_B = 25$. Since the Bonferroni approach is too conservative in the sense that it suffers from size distortions, we report size-adjusted power statistics for this approach.

We first consider shifts in the expected first moment of the histograms. Under $H_0$, all histograms have the same expected value. We then shift the expected value of the histograms for one group. We consider the following shifts: $H_{1c}: 0.05, H_{1b}: 0.1, H_{1a}: 0.2, H_{1f}: 0.3, H_{1e}: 0.4, H_{1d}: 0.5, H_{1g}: 0.75$ and $H_{1h}: 1.00$. Next, we change the population standard deviation of the histograms for one group by multiplying the standard deviation under $H_0$ by a factor unequal to one. We consider the following factors: $H_{2a}: 1.05, H_{2b}: 1.1, H_{2c}: 1.2, H_{2d}: 1.3, H_{2e}: 1.4, H_{2f}: 1.5, H_{2g}: 1.75, H_{2h}: 2.00, H_{2i}: 2.50$ and $H_{2j}: 3.00$. Next, we change the group sizes under the assumption of a moderate mean shift of 0.05 (i.e., under $H_{1a}$). Finally, we consider changes in the within-group heterogeneity by adjusting the covariance matrix $\Sigma$ (again assuming a mean shift of 0.05 as in $H_{1a}$). In particular, we consider a range of settings for $c\Sigma$, where $c$ assumes the following values in the different alternative scenarios: $H_{3c}: 0.5, H_{3b}: 0.75, H_{3a}: 1.0, H_{3f}: 1.25, H_{3e}: 1.5, H_{3d}: 1.75, H_{3j}: 2.0, H_{3i}: 2.5, H_{3h}: 3.0, H_{3g}: 4.0, H_{3f}: 5.0$. The plot in the upper-left of Figure 1 shows the rejection frequencies for the set of alternatives for which we shift the mean expectations of one group. Evidently, the performances of the three approaches are very different. While the Hotelling test for compositional data rejects the null hypothesis in about 70% of cases already for a small shift of 0.05, the KLIC-based test produces much lower rejection frequencies for small deviations from the null hypothesis. It matches the performance of the Hotelling test only for very large mean shifts of 0.75 or more. The size-adjusted power of the Bonferroni approach lies somewhere in between, matching the power of the Hotelling test for mean shifts of 0.3 or more.

The upper-right plot of Figure 1 shows analogous rejection rates for the second set of simulations that analyze the test performance against alternatives that deviate from the null hypothesis due to differences in the population standard deviation of the density
Figure 1: Monte Carlo simulation results: power analysis for Gaussian setup

Notes: The plots show rejection frequencies based on the Gaussian setup for the Hotelling test (solid red lines), the multiple testing approach (dashed blue lines) and the KLIC-based test (dotted black lines) under various alternatives. The upper-left plot corresponds to alternative hypotheses with differences in means of density expectations ($H_1$: 0.05, $H_1$: 0.1, $H_1$: 0.2, $H_1$: 0.3, $H_1$: 0.4, $H_1$: 0.5, $H_1$: 0.75 and $H_1$: 1.00). In the upper-right plot corresponds to alternative hypotheses with differences in the standard deviation of density expectations ($H_2$: 1.05, $H_2$: 1.1, $H_2$: 1.2, $H_2$: 1.3, $H_2$: 1.4, $H_2$: 1.5, $H_2$: 1.75, $H_2$: 2.00, $H_2$: 2.50 and $H_2$: 3.00). The lower-left plot corresponds to simulations with varying group size, assuming mean differences as in $H_1$. The lower-right plot corresponds to simulations with varying within-group heterogeneity for which we multiply our baseline calibration for the covariance matrix by a factor $c$, where $c$ assumes the following values: $H_3$: 0.5, $H_3$: 0.75, $H_3$: 1.0, $H_3$: 1.25, $H_3$: 1.5, $H_3$: 1.75, $H_3$: 2.0, $H_3$: 2.5, $H_3$: 3.0, $H_3$: 10.0 (again assuming mean differences as in $H_1$). In the simulations, all tests are used with a nominal size of 0.05.

expectations across groups. The alternatives range from moderate deviations (for which the ratio of the implied standard deviation of the two groups is 1.05) to extreme (ratio of 3). Again, the Hotelling test yields high rejection frequencies for all alternatives except $H_2$. The Bonferroni approach here shows very similar (size adjusted) power to the compositional approach. In contrast, rejection frequencies of the KLIC-based test are low for the alternatives that do not differ much from the null hypothesis; we observe rejection frequencies above 25% only for alternatives that are based on a ratio of the standard deviations of 1.5 or larger.
Next, we assess how the group size affects the rejection frequencies. Again, we analyze this for the alternative $H_{1a}$, which implies a mean shift of 0.05 of mean expectations in one of the groups. The results in the lower-left plot show that increasing the sample size—even to numbers that would be common in household surveys—does not substantially increase the rejection frequency for the KLIC-based test. Rejection frequencies are much higher for the Hotelling test—for small sample sizes and increasingly so for larger sample sizes. Again, the Bonferroni approach is somewhere in-between, exhibiting very low (size adjusted) power for small to medium sample sizes but catching up with the Hotelling test for large sample sizes of $N_A = N_B = 500$.

Finally, the lower-right plot of Figure 1 shows how the level of within-group heterogeneity affects rejection frequencies. It is evident that the KLIC-based test and the Bonferroni approach have no power against $H_{1a}$ independently of the level of within-group heterogeneity. For the Hotelling test, we observe that—not surprisingly—it has good power against a small difference in the expected value of the histograms implied by $H_{1a}$ when the heterogeneity within groups is small, but less so when it is high. Rejection frequencies decline considerably from almost 100% to around 10% over the scenarios considered in our simulations. Still, for any level of within-group heterogeneity the rejection frequencies are substantially higher than those of the KLIC-based test and the Bonferroni approach.

### 3.3 Results for Truncated-Probabilities Setup

We now turn to the Monte Carlo simulation for the alternative truncated-probabilities setup. Panel D of Table 1 shows that the tests are still appropriately sized for the alternative DGP.

Figure 2 presents the results for the power analysis. Clearly, the power of all tests is affected negatively when the data is not normally distributed. The upper-left plot shows that the rejection frequencies for the Hotelling and Bonferroni tests are much lower for small mean shifts and are now in a similar range as those for the KLIC-based test. In fact, rejection frequencies for the KLIC are slightly higher than those for the other tests for intermediate mean shifts, although the differences are relatively small. The upper-right plot shows that the power to detect shifts in the standard deviation is reduced for all three tests relative to the Gaussian setup, although the relative ranking remains the same. The lower-left plot shows that with the truncated-probabilities setup the low rejection frequencies for a small mean shift cannot be improved upon by increasing the group size to 500. Finally, the lower-right plot shows that the competitive edge of the Hotelling test in settings with low intra-group heterogeneity disappears for the truncated-probabilities setup.

In summary, the Hotelling test for compositional data and the KLIC-based test are appropriately sized while the Bonferroni approach is, as expected, undersized. For the Gaussian setup, the Hotelling test clearly outperforms the other two approaches in terms of power against all alternatives considered here. In particular, the Hotelling test detects
Figure 2: Monte Carlo simulation results: power analysis for truncated-probabilities setup

Notes: The plots show rejection frequencies based on the truncated-probabilities setup for the Hotelling test (solid red lines), the multiple testing approach (dashed blue lines) and the KLIC-based test (dotted black lines) under various alternatives. The upper-left plot corresponds to alternative hypotheses with differences in means of density expectations \( (H_{1a}: 0.05, H_{1b}: 0.1, H_{1c}: 0.2, H_{1d}: 0.3, H_{1e}: 0.4, H_{1f}: 0.5, H_{1g}: 0.75 \text{ and } H_{1h}: 1.00) \). In the upper-right plot corresponds to alternative hypotheses with differences in the standard deviation of density expectations \( (H_{2a}: 1.05, H_{2b}: 1.1, H_{2c}: 1.2, H_{2d}: 1.3, H_{2e}: 1.4, H_{2f}: 1.5, H_{2g}: 1.75, H_{2h}: 2.00, H_{2i}: 2.50 \text{ and } H_{2j}: 3.00) \). The lower-left plot corresponds to simulations with varying group size, assuming mean differences as in \( H_{1a} \). The lower-right plot corresponds to simulations with varying within-group heterogeneity for which we multiply our baseline calibration for the covariance matrix by a factor \( c \), where \( c \) assumes the following values: \( H_{3a}: 0.5, H_{3b}: 0.75, H_{3c}: 1.0, H_{3d}: 1.25, H_{3e}: 1.5, H_{3f}: 1.75, H_{3g}: 2.0, H_{3h}: 2.5, H_{3i}: 3.0, H_{3j}: 10.0 \) (again assuming mean differences as in \( H_{1a} \)). In the simulations, all tests are used with a nominal size of 0.05.

significant group differences for much smaller differences in the expected value of density expectations relative to the KLIC-based approach and the Bonferroni approach, especially when group sizes and/or within-group heterogeneity are small. It also has much higher power compared to the KLIC-based approach against differences in the standard deviation of the density expectations across groups. While the rejection frequencies of the Hotelling test are considerably lower for the case of the truncated-probabilities setup, the power of the other tests is not substantially higher for any of the considered alternatives in this
setup. The results from the Monte Carlo simulations thus complement the conceptual advantages of our approach as described in Section 2.

4 Empirical Applications

In this section, we consider a range of applications for which the discussed tests can be useful. All applications deal with aspects of expectation heterogeneity that have recently been discussed in the literature. The data in the applications are either from the Survey of Professional Forecasters (SPF) conducted by the European Central Bank (ECB) for the euro area (as described in Bowles et al., 2007) or from the Survey of Consumer Expectations (SCE) conducted by the Federal Reserve Bank of New York among U.S. households (see Armantier et al., 2015). For all applications, we exclude those histograms from the sample that assign 100% probability to a single bin. Moreover, since the probability mass assigned to the exterior bin is zero in many cases, we choose the sixth bin as the reference category throughout.

4.1 Response to Rising Inflation Rates

After several years of low inflation rates, inflation in the euro area began to increase midway through 2021. In this section, we analyze whether the steady rise in inflation changed the inflation density expectations of SPF participants at different forecast horizons, i.e., we test for differences in the aggregate densities across time, thereby shedding light on their temporal stability. Intuitively, one might expect to observe an immediate adjustment of short-term expectations while long-term expectations would not change if they were firmly anchored.

The SPF asks experts from financial and non-financial institutions to report predictions for several macroeconomic outcomes in the euro area, including one- and five-year-ahead inflation expectations. It has been conducted by the ECB since 1999 at a quarterly frequency. We focus on the density expectations which are elicited by asking panelists to state probabilities for a range of bins (e.g., the likelihood that inflation turns out to be between 1.5% and 1.9%). An attractive feature of the SPF is that the bins have a constant width with the exception of the exterior bins, which are half-open. In particular, the intervals as defined in the SPF questionnaire have a width of 0.4 percentage point with a gap of 0.1 percentage point between bins.

To analyze whether the increase in inflation had an effect on inflation expectations, we use 2021Q1 as a reference wave and compare the density expectations from each subsequent wave (up until 2022Q2) to those reported in this reference wave. For all of these waves, the SPF bin definitions for inflation have remained identical and comprise

---

11One exception is a recent change in the survey design for expectations of GDP growth. In 2020Q2, bins with a width of two percentage points have been introduced.
To provide some descriptive evidence, we compute the first four moments of the one- and five-year-ahead aggregate density expectations from each wave, i.e., $\bar{p}_A$.

Next, we formally test for each wave and horizon whether expectations have changed relative to the 2021Q1 wave by using the three testing approaches described in Section 2.

Panels A and C of Table 2 present the number of panelists in each wave along with the estimated moments (based on the ‘mass-at-midpoint’ approach) of the aggregate probability distributions for the one- and five-year-ahead inflation expectations. Panels B and D show the test statistics along with the corresponding $p$-values for the three tests. Note that to make results comparable we report the minimum of one and twelve times the smallest of the twelve $p$-value in case of the Bonferroni approach.\(^{12}\)

For the one-year-ahead expectations, Panel A shows an upward shift in the histogram mean over time as well as an increase in the standard deviation for the 2022Q1 and 2022Q2 waves. As shown in Section 3, the Hotelling test should be able to detect such differences. For skewness and kurtosis, we do not observe any clear patterns. The upward shift in the mean is visible for virtually all of the underlying individual density expectations and suggests that SPF participants quickly reacted to the rising inflation rates. However, these changes are relatively small in magnitude from one period to the next relative to the heterogeneity of individual expectations. As a result, all tests do not reject the null hypothesis when comparing the 2021Q1 and 2021Q2 waves. In contrast, the tests detect significant differences in short-term density forecasts when comparing subsequent waves to the reference period.

We also observe an increase in the histogram mean of the five-year-ahead expectations, although the changes from one period to the next are clearly smaller than those for the one-year-ahead expectations. This likely reflects the fact that such expectations are more anchored and less impacted by price shocks that are perceived to have a large transitory component. In addition, we do not observe an increase in the standard deviation towards the end of the sample. As a result, the tests reject the null hypothesis only for the 2022Q2 wave relative to 2021Q1.

We conclude that the SPF participants quickly adapted their short-term inflation expectations in response to the recent inflation shock. Long-term expectations reacted less strongly and more gradually but also increased significantly relative to 2021Q1. This suggests that there was a deterioration in the degree to which medium term expectations were anchored.\(^{13}\) This finding is consistent with the results in Binder et al. (2022) for U.S. forecasters. The low $p$-values for the KLIC-based test are in line with our Monte Carlo simulation results for the truncated-probabilities setup. As seen in Figure 2, the

\(^{12}\)The displayed test statistics are the largest of the twelve bin-specific $t$-statistics.

\(^{13}\)The ECB revised its inflation target in 2021. Comparing the five-year-ahead inflation expectations from the 2021Q3 wave (elicited just before the publication of the revised ECB strategy) with those from the 2021Q4 wave, we do not reject the null hypothesis. A possible explanation for this finding is that professional forecasters adjusted their density expectations to the new inflation target well in advance to the official announcement by the ECB.
Table 2: Differences in inflation expectations over time

<table>
<thead>
<tr>
<th>Panel A: Histogram moments (one-year-ahead expectations)</th>
<th>2021Q1</th>
<th>2021Q2</th>
<th>2021Q3</th>
<th>2021Q4</th>
<th>2022Q1</th>
<th>2022Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group size</td>
<td>39</td>
<td>39</td>
<td>34</td>
<td>38</td>
<td>38</td>
<td>31</td>
</tr>
<tr>
<td>Mean</td>
<td>1.24</td>
<td>1.36</td>
<td>1.51</td>
<td>1.71</td>
<td>1.94</td>
<td>2.73</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.78</td>
<td>0.78</td>
<td>0.74</td>
<td>0.79</td>
<td>0.98</td>
<td>1.06</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.12</td>
<td>0.16</td>
<td>-0.19</td>
<td>0.11</td>
<td>0.29</td>
<td>-0.44</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.85</td>
<td>4.38</td>
<td>4.40</td>
<td>3.90</td>
<td>3.15</td>
<td>2.82</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Distance measures (one-year-ahead expectations)</th>
<th>2021Q1</th>
<th>2021Q2</th>
<th>2021Q3</th>
<th>2021Q4</th>
<th>2022Q1</th>
<th>2022Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotelling</td>
<td>-</td>
<td>0.525</td>
<td>1.895</td>
<td>2.813</td>
<td>3.083</td>
<td>12.300</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>-</td>
<td>-1.685</td>
<td>2.536</td>
<td>3.759</td>
<td>3.599</td>
<td>-7.166</td>
</tr>
<tr>
<td>KLIC</td>
<td>-</td>
<td>0.016</td>
<td>0.094</td>
<td>0.199</td>
<td>0.303</td>
<td>1.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Histogram moments (five-year-ahead expectations)</th>
<th>2021Q1</th>
<th>2021Q2</th>
<th>2021Q3</th>
<th>2021Q4</th>
<th>2022Q1</th>
<th>2022Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group size</td>
<td>40</td>
<td>43</td>
<td>35</td>
<td>37</td>
<td>42</td>
<td>38</td>
</tr>
<tr>
<td>Mean</td>
<td>1.60</td>
<td>1.62</td>
<td>1.75</td>
<td>1.86</td>
<td>1.87</td>
<td>2.02</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.83</td>
<td>0.80</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
<td>0.85</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.03</td>
<td>0.01</td>
<td>0.09</td>
<td>0.28</td>
<td>0.17</td>
<td>-0.05</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.95</td>
<td>4.38</td>
<td>3.92</td>
<td>4.06</td>
<td>3.92</td>
<td>3.52</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: Distance measures (five-year-ahead expectations)</th>
<th>2021Q1</th>
<th>2021Q2</th>
<th>2021Q3</th>
<th>2021Q4</th>
<th>2022Q1</th>
<th>2022Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotelling</td>
<td>-</td>
<td>0.247</td>
<td>0.504</td>
<td>1.157</td>
<td>1.625</td>
<td>4.701</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>-</td>
<td>-0.891</td>
<td>0.985</td>
<td>1.958</td>
<td>-1.946</td>
<td>-3.505</td>
</tr>
<tr>
<td>KLIC</td>
<td>-</td>
<td>0.004</td>
<td>0.017</td>
<td>0.053</td>
<td>0.060</td>
<td>0.140</td>
</tr>
</tbody>
</table>

Notes: Panel A presents moments (based on the ‘mass-at-midpoint’ approach) for the aggregate one-year-ahead inflation expectations from the 2021Q1 to 2022Q2 waves of the SPF. Panel B shows the test statistics relative to the 2021Q1 wave along with corresponding p-values in parentheses. For the multiple testing approach, we report the largest test statistic across the twelve distinct bins and twelve times the corresponding p-value. Panels C and D present the results for the five-year-ahead inflation expectations.

The power of the KLIC-based test can exceed that of the Hotelling test for moderate mean shifts in non-normal settings.
4.2 Different Types of Forecasters

A number of studies have recently observed that one can distinguish two types of survey-based forecasts based on the rounding behavior of the panelists (Binder, 2017; Clements, 2021; Glas and Hartmann, 2022; Reiche and Meyler, 2022). For density forecasts, Glas and Hartmann (2022) show that one type of panelists (“rounders”) state interval probabilities that are multiples of five or ten and tend to assign positive probabilities to only a relatively small subset of the surveyed bins while another type of panelists (“non-rounders”) reports probabilities that do not share a common divisor and tend to consider a larger number of bins, often reporting probabilities with higher precision (i.e., to at least one decimal point) for most, or indeed, all of the surveyed bins.

We test whether the reported expectations from rounders and non-rounders are indeed sampled from different populations. We define rounders as those panelists who report histograms containing probabilities of which more than half are multiples of five. Glas and Hartmann (2022) document that these two groups of forecasters differ in terms of the variances of their probabilistic forecasts. As shown in Section 3, the Hotelling test is able to detect such differences in second moments even if they are small.

For this analysis, we look at the SPF density forecasts for inflation and real GDP growth and focus on the one-year-ahead density forecasts from all available survey waves. Overall, the sample includes information from 108 panelists and \( T = 94 \) survey rounds, covering the period 1999Q1–2022Q2. The panel is unbalanced due to frequent dropouts and entries of new participants. The black lines in Figure A.2 in the appendix show that, on average, 45–55 panelists report density forecasts for inflation and GDP growth each quarter (with declining trend).

Figure 3 shows the \( p \)-value for all tests and each survey wave; to ensure comparability of results we again show the smallest \( p \)-value multiplied by the (time-varying) number of bins for the Bonferroni approach. The null hypothesis of equal expectations is rejected for most survey waves. We obtain the lowest rejection frequency of 75% of the survey waves in the case of inflation expectations. In line with the evidence in Glas and Hartmann (2022), the rejections are driven primarily by the lower variances of the histograms reported by the rounders rather than differences in mean expectations (see Figure A.3 in the appendix). We observe a few large \( p \)-values in the first half of the sample. The red lines in Figure A.2 show that only a small number of non-rounders are included in these particular waves, leading to very low power of the tests. Another spike is visible in 2009Q1. This can be explained by a pile-up of probabilities in the lowest bin due to the Great Recession, which partially masks the differences in the second moments between both groups (see Figure A.3).

Referring back to the discussion of the Gaussian setup versus the truncated-probabilities setup in Section 3, the histograms reported by the non-rounders are more in line with the normality assumption than those of the rounders. As such, the SPF data can be thought of as a mixture of ‘well-behaved’ and relatively coarse histograms.
With that in mind, we briefly return to the previous application and now focus on the subsample of non-rounders only. Broadly speaking, we find that the non-rounders adjust their short-term expectations more slowly than the rounders (Table A.1). In particular, the standard deviation of the aggregate histogram is essentially constant. As before, the tests detect significant differences for the short-term expectations before such differences are evident for the long-term expectations. Interestingly, we observe that the KLIC-based test does not produce smaller $p$-values than the Hotelling test, unlike in Table 2. It is likely that this is because the histograms of the non-rounders are more in line with the normality assumption.

### 4.3 Gender Differences in Expectations

A drawback of the SPF data is the relatively small cross-section. Figure 1 shows that a small group size negatively affects the power of all tests including the Hotelling test. Therefore, we now turn to data on expectations of private households with a larger number of individual survey responses. A potential disadvantage is that within-group heterogeneity
may be larger for households than for experts. Moreover, it is likely that the data contains more frequent violations of the normality assumption than the SPF data.

First, we compare inflation expectations of men and women. Among others, D’Acunto et al. (2021) show that, on average, women expect higher inflation rates than men due to higher exposure to price changes for certain household items during grocery shopping. One may expect to find a similar divergence in the density forecasts reported by both genders. For U.S. households, Armantier et al. (2021) show that female survey participants assign more probability mass to both exterior bins, resulting in higher uncertainty. Similarly, using survey data from German households, Conrad et al. (2022) find that the inflation histograms of women tend to be more dispersed than those of men.

Here, we tackle the question of gender differences in inflation expectations using the full density forecasts reported in the SCE, which is a monthly and representative survey among U.S. households that asks questions about socioeconomic characteristics and macroeconomic expectations. The SCE has been conducted since June 2013. Each wave includes roughly 1,300 households with a balanced relation between male and female household heads.14

We use density forecasts for the consumer price inflation rate over the next twelve months (Q9 in the survey questionnaire).15 Our sample includes responses from 18,066 households across T = 103 survey waves, covering the period from June 2013 to December 2021. The density forecasts in the SCE are conceptually similar to those in the SPF. The specific design differs, however, in the sense that the width of the intervals is larger and varies across bins.16

Figure 4 clearly shows that all tests reject the null hypothesis of no differences in the density forecasts of men and women for each survey wave. This is not surprising given the large differences in expectations across genders. The left plot in Figure A.5 in the appendix shows the aggregate histograms (pooled across households and survey waves) for men and women. In line with the studies discussed above, we observe that women assign more probabilty mass to the exterior bins and have higher mean expectations and variances. The latter can be seen more clearly in Figure A.6 which presents the time series for the first four moments of the aggregate histograms of men and women. The figure also shows that the aggregate distribution of men has lower skewness and higher kurtosis. Given that the histograms reported by men and women strongly differ in terms of all four moments (and that a large sample size is available), it is not surprising that all tests reject the null hypothesis despite potentially large within-group heterogeneity.

14Figure A.4 in the appendix shows the sample size and the number of women per survey round.
15We obtain nearly identical results if we focus on long-term inflation expectations (Q9c). Results are available upon request by the authors.
16In particular, households are asked to assign probabilities to the following outcomes for future inflation (in percent): (−∞, −12], (−12, −8], (−8, −4], (−4, −2], (−2, 0], (0, 2], (2, 4], (4, 8], (8, 12], (12, +∞)
Figure 4: \(p\)-values for heterogeneity tests (SCE): gender differences in inflation expectations

Notes: The plot shows the \(p\)-values from the Hotelling test (solid red line), the multiple testing approach (dashed blue line) and the KLIC-based test (dotted black line) for the analysis of gender differences in inflation expectations. For the multiple testing approach, we report (the minimum of one and) the smallest \(p\)-value multiplied by the number of bins to make it comparable. The sample period is June 2013 to December 2021.

4.4 Regional Differences in Expectations for National House Prices

In this final application, we demonstrate that the KLIC-based approach ceases to be feasible in setups where expectations of more than two groups need to be compared. The choice is motivated by the finding of Kuchler and Zafar (2019) that differences in local house price dynamics tend to translate into dispersed forecasts of future nationwide house prices changes, a finding that appears inconsistent with full information rational expectations.

We test for differences of house price expectations across households from the 50 U.S. states and Washington D.C.—or, alternatively, from four broader regions (‘West’, ‘Midwest’, ‘Northeast’ and ‘South’; see Figure A.4 for the number of households from each region). In particular, we test the hypothesis that the density expectations from all states (regions) are from the same population in an ANOVA framework. The data are again from the SCE and we focus on expectations for the change of average house prices nationwide \((C1)\). The right plot in Figure A.5 in the appendix shows the aggregate histograms for the different regions. Figure A.7 shows the time series of the moments for the aggregate histograms. The figures do not reveal clear evidence of differences with one exception: the mean of the aggregate histogram for the ‘West’-region is noticeably higher than those for the other regions in the first couple of survey waves.

The plots in Figure 5 present the results based on regions (left plot) and states (right plot). Evidently, there is more time variation in the \(p\)-values than for the gender differ-
Figure 5: p-values for heterogeneity tests (SCE): local differences in house price expectations

Notes: The plot shows the p-values from the Hotelling test (solid red line) and the multiple testing approach (dashed blue line) for the analysis of differences in house price expectations across regions (left plot) or states (right plot). For the multiple testing approach, we report (the minimum of one and) the smallest p-value multiplied by the number of bins to make it comparable. The sample period is June 2013 to December 2021.

ences in inflation expectations. For the Hotelling test we reject the null hypothesis of no differences in the house price expectations across regions (states) for 28 (26) of the 103 survey waves. The evidence for the multiple testing approach is similar. The periods with significantly different house price expectations are distributed without any obvious systematic pattern, although particularly for the state-level analysis we observe more differences in the beginning of the sample between 2013 and 2015. This is likely due to the higher mean expectations for the ‘West’-region during this period.

5 Conclusion

We propose a new test for heterogeneity and differences in density expectations. This test builds on the insight that probabilistic survey forecasts are compositional data. For normally distributed data, our Monte Carlo simulations show the superior performance of this test relative to a more traditional bootstrap-based approach using the KLIC as a distance measure between two densities and an approach which involves multiple testing for differences of individual parts of the density. The novel test has high power especially
when intra-group heterogeneity is relatively low. For settings that mimic more closely the coarse density expectations observed in many surveys all tests have very similar power. However, the novel test is always much faster compared to the KLIC-based test because it does not rely on simulations and allows for comparisons across more than two groups.

In four applications we analyze survey-based density expectations of professional forecasters and households. First, we show that the short-term inflation expectations of experts adjusted rapidly in response to rising inflation rates in the euro area. Long-term expectations were not fully anchored but changed less strongly and more gradually. Second, we find that for most periods short-run inflation and growth expectations significantly differ between forecasters that round their probability statements and those that do not. Third, we find very strong evidence against the hypothesis that inflation expectations of men and women are equal, confirming earlier results in the literature based on point forecasts. Finally, consistent with a role for local developments and information sets influencing subjective expectations data for aggregate outcomes, we show that for a substantial fraction of periods in our sample households from different regions report significantly different density expectations for the future change of nationwide house prices.

Our findings show that it is beneficial to treat survey-based density expectations as compositional data. This might be relevant also in other contexts where such survey data is used. Our results could be extended by using the panel structure of most expectation surveys. So far, we have analyzed each survey wave as separate data samples but one could also jointly analyze the full sample of expectation data. For instance, by adopting a dynamic model for the compositional expectation data.

References


Appendix

Figure A.1: Aggregate one-year-ahead SPF inflation expectations (2020Q1 wave)

Notes: This plot shows the aggregate one-year-ahead inflation histogram (reporting densities instead of bin probabilities) from the 2020Q1 wave of the SPF. The black line shows the fitted normal distribution. The mean and standard deviation of this normal distribution are used to calibrate the baseline histogram in the Monte Carlo simulations.

Figure A.2: Number of density forecasts in the SPF data

Notes: For each survey round, the plots depict the number of one-year-ahead density forecasts reported by SPF participants (black lines) as well as the number of forecasts reported by rounders (red lines). The sample period is 1999Q1–2022Q2.
Figure A.3: Histogram moments (SPF): rounders vs. non-rounders

Notes: For each survey period, the plots depict the first four moments (derived under the ‘mass-at-midpoint’-approach) of the aggregate SPF histograms reported by non-rounders (black lines) and rounders (red lines) for inflation (first column) or GDP growth (second column). The first row shows the means, the second row the standard deviations, the third row the skewness and the fourth row the kurtosis of the aggregate histograms. The sample period is 1999Q1–2022Q2.
Figure A.4: Number of density forecasts in the SCE data

Notes: For each survey round, the left plot depicts the total number of SCE respondents (black line) as well as the number of women (red line). The right plots show the number of households from each of the four U.S. regions. The sample period is June 2013 to December 2021.

Figure A.5: Aggregate one-year-ahead SCE inflation and national house price expectations

Notes: This plot shows the aggregate one-year-ahead inflation (left) and house price (right) histograms (pooled over households and survey waves) from the SCE based on gender (left) and regions (right).
Figure A.6: Histogram moments (SCE): women vs. men

Notes: For each survey period, the plots depict the first four moments (derived under the ‘mass-at-midpoint’-approach) of the aggregate SCE histograms reported by men (black lines) and women (red lines) for one-year-ahead inflation. The upper left plot shows the means, the upper right plot the standard deviations, the lower left plot the skewness and the lower right plot the kurtosis of the aggregate histograms. The sample period is June 2013 to December 2021.
Figure A.7: Histogram moments (SCE): regional differences

Notes: For each survey period, the plots depict the first four moments (derived under the ‘mass-at-midpoint’-approach) of the aggregate SCE histograms reported by households from Midwest (black lines), Northeast (red lines), South (green lines) or West (blue lines) for one-year-ahead nationwide house price. The upper left plot shows the means, the upper right plot the standard deviations, the lower left plot the skewness and the lower right plot the kurtosis of the aggregate histograms. The sample period is June 2013 to December 2021.
Table A.1: Differences in inflation expectations over time (nonrounders)

<table>
<thead>
<tr>
<th></th>
<th>2021Q1</th>
<th>2021Q2</th>
<th>2021Q3</th>
<th>2021Q4</th>
<th>2022Q1</th>
<th>2022Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Histogram moments (one-year-ahead expectations)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group size</td>
<td>18</td>
<td>18</td>
<td>20</td>
<td>17</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>Mean</td>
<td>1.28</td>
<td>1.32</td>
<td>1.46</td>
<td>1.66</td>
<td>2.08</td>
<td>2.84</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.91</td>
<td>0.97</td>
<td>0.83</td>
<td>0.84</td>
<td>1.08</td>
<td>0.91</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.13</td>
<td>0.23</td>
<td>-0.10</td>
<td>0.03</td>
<td>0.26</td>
<td>-0.40</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.43</td>
<td>3.42</td>
<td>4.04</td>
<td>3.47</td>
<td>2.76</td>
<td>3.08</td>
</tr>
<tr>
<td><strong>Panel B: Distance measures (one-year-ahead expectations)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hotelling</td>
<td>–</td>
<td>0.503</td>
<td>1.375</td>
<td>2.105</td>
<td>3.260</td>
<td>5.705</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.882)</td>
<td>(0.242)</td>
<td>(0.064)</td>
<td>(0.006)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>–</td>
<td>-1.029</td>
<td>-2.370</td>
<td>2.021</td>
<td>-2.874</td>
<td>-4.734</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.000)</td>
<td>(0.279)</td>
<td>(0.617)</td>
<td>(0.081)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>KLIC</td>
<td>–</td>
<td>0.008</td>
<td>0.049</td>
<td>0.116</td>
<td>0.309</td>
<td>1.304</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.892)</td>
<td>(0.158)</td>
<td>(0.018)</td>
<td>(0.008)</td>
<td>(0.000)</td>
</tr>
<tr>
<td><strong>Panel C: Histogram moments (five-year-ahead expectations)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group size</td>
<td>19</td>
<td>18</td>
<td>13</td>
<td>13</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>Mean</td>
<td>1.66</td>
<td>1.62</td>
<td>1.78</td>
<td>1.97</td>
<td>1.99</td>
<td>2.08</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.95</td>
<td>0.96</td>
<td>1.07</td>
<td>1.11</td>
<td>1.07</td>
<td>0.97</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.15</td>
<td>-0.17</td>
<td>-0.13</td>
<td>0.09</td>
<td>0.02</td>
<td>-0.26</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.58</td>
<td>3.58</td>
<td>3.39</td>
<td>3.18</td>
<td>3.24</td>
<td>3.34</td>
</tr>
<tr>
<td><strong>Panel D: Distance measures (five-year-ahead expectations)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hotelling</td>
<td>–</td>
<td>0.436</td>
<td>0.576</td>
<td>1.049</td>
<td>1.718</td>
<td>1.818</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.924)</td>
<td>(0.826)</td>
<td>(0.444)</td>
<td>(0.127)</td>
<td>(0.107)</td>
</tr>
<tr>
<td>Bonferroni</td>
<td>–</td>
<td>-0.594</td>
<td>1.581</td>
<td>1.499</td>
<td>1.418</td>
<td>-3.865</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>KLIC</td>
<td>–</td>
<td>0.002</td>
<td>0.023</td>
<td>0.074</td>
<td>0.071</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.994)</td>
<td>(0.442)</td>
<td>(0.270)</td>
<td>(0.152)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

Notes: Panel A presents moments (based on the “mass-at-midpoint” approach) for the aggregate one-year-ahead inflation expectations from the 2021Q1 to 2022Q2 waves of the SPF. Panel B shows the test statistics relative to the 2021Q1 wave along with corresponding p-values in parentheses. For the multiple testing approach, we report the largest test statistic across the twelve distinct bins and twelve times the corresponding p-value. Panels C and D present the results for the five-year-ahead inflation expectations.
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