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Abstract

This paper provides an extensive literature review and analyses some open issues in the measurement of inflation that can only be explored in depth using micro price data. It builds on the analysis done in the context of the ECB's strategy review, which pointed at directions for improvement of the Harmonised Index of Consumer Prices (HICP), including better quantification of potential biases. Two such biases are the substitution bias and the quality adjustment bias. Most analyses of substitution bias rest on the concept of the cost of living, positing that preferences are stable, homogeneous and homothetic.

Consumer behaviour is characterised by preference shifts and heterogeneity, which influence the measurement of the cost of living and substitution bias. Climate change may make the impact of preference shifts particularly relevant as it causes the introduction of new varieties of “green” goods and services (zero-kilometre food, sustainable tourism) and a shift from “brown” to “green” products. Furthermore, PRISMA data show that consumption baskets and thus inflation vary across income classes (e.g. higher-income households tend to buy more expensive goods), pointing to non-homotheticity of preferences.

When preferences are heterogeneous and/or non-homothetic, it is important to monitor different experiences of inflation across classes of consumers/citizens. This is particularly important when very large relative price changes affect items that enter the consumption baskets of the rich and the poor, the young and the old, in very different proportions.

Another open area of analysis concerns the impact of quality adjustment on measured inflation. Evidence based on web-scraped prices shows that the various implicit quality adjustment methods can produce widely varying inflation trends when product churn is fast. In the euro area specifically, using different quality adjustment methods can be an overlooked source of divergent inflation trends in sub-categories, and, if pervasive, shows up in overall measured inflation divergence across countries.

**Keywords:** inflation, consumer prices, heterogeneity, micro data.

**JEL codes:** E31.
1 Introduction: different inflation concepts for different economic questions

Inflation is a key macroeconomic indicator. From a practical point of view, it is a thermometer for the general public of what money can buy, it affects decisions on consumption and savings, it serves as a parameter for important contracts, such as the indexing of pensions, and it is a factor in wage negotiations, albeit nowadays less automatically than in the past.\(^1\) From a theoretical point of view, controlling inflation is the cornerstone of modern monetary policy. However, there is no single definition of inflation that fits each use.

Inflation is the change over time in the aggregated prices of goods and services produced or consumed in an economy. This paper focuses on consumer price inflation, which can be measured in various ways to address different questions and different economic concerns. Diewert (2001) indicated three such purposes: to measure general inflation, to measure the cost of living and to deflate consumption. In turn, these purposes shape the choice of price index into which individual prices are aggregated.

Cost-of-goods indices (COGIs) aim to isolate pure price changes by measuring the expenditure required to purchase a fixed basket of goods, or a basket of goods of fixed quality.\(^2\) Comparing “like with like” is very important in this approach, so that adjustments for quality are central to the methodology. The Harmonised Index of Consumer Prices (HICP) is a COGI measured on the consumption of goods and services acquired in a given territory by the household sector, through monetary transactions, from other sectors of the economy. The ECB Occasional Paper “Inflation measurement and its assessment in the ECB’s monetary policy strategy review” (WIM, 2021) gives a detailed analysis of why the HICP remains the best index for the ECB to use as a gauge for price stability, its methodology, its improvements over time, and remaining potential areas for improvement. This paper covers complementary aspects: it offers an overview of certain open knowledge gaps of particular interest for macroeconomists – namely, how to gauge substitution bias arising from the use of fixed baskets and biases due to quality adjustment – and how the PRISMA databases can help to close them.

Cost-of-living indices (COLIs) aim to measure the relative cost to households of achieving a given utility when facing two different sets of prices. This is an inflation concept rooted in consumer theory that is included in economic models, particularly in dynamic stochastic general equilibrium (DSGE) and trade models that focus on welfare analysis. The scope of COLIs is not restricted to goods and services that are subject to monetary transactions: it includes non-market goods and

---

\(^1\) See Koester and Grapow (2021) for a discussion of the types of wage indexation schemes prevalent in the euro area.

\(^2\) According to Eurostat’s description of HICP methodology, “The HICP is a ‘pure price index’, meaning that only changes in prices should be reflected in the HICP measure between the current and the reference period”. See Eurostat Statistics Explained: HICP methodology.
services, such as clean air and public health, which can affect the standard of living. COLIs also take into account that consumers substitute some goods for others as prices change. In this sense, the COLI accounts for the substitution bias that, by design, is not taken into account by the COGI. For this reason, when estimating substitution bias in consumer price indices, some approximation of a COLI has mostly been used in the literature: this is what Triplett (2006) calls the “classic substitution bias paradigm drawn from Konüs (1925)”. However, practical COLI implementations come with their own distortions; a very important one is the effect of violating the common assumption of stable, homogeneous and homothetic preferences under which COLIs are commonly derived. Section 2 in this paper reviews the literature on how realistic this assumption is, with illustrations from PRISMA data, and discusses areas of research into the implications for using COLIs as yardsticks to measure substitution bias and to conduct welfare analysis.

The private consumption deflator converts household consumption from nominal euro terms to real volume terms. We do not cover it in this paper; please see work stream on digitalisation (2021) for a discussion of new measurement challenges in the personal consumption deflator posed by digitalisation.

The Cost of Nominal Distortions Index (CONDI) aims to capture the distortionary costs that inflation imposes on the economy. This fourth inflation concept is not discussed by price statisticians but arises in New Keynesian models, where inflation costs are driven by nominal frictions that may cause inefficient price dispersion, misallocation and adjustment costs. Recent theoretical and empirical developments in this literature and their implications for the euro area are discussed in the paper by Santoro and Weber (2023) on micro price heterogeneity and optimal inflation.

1.1 Open questions on measurement where the PRISMA data can help

Three main areas of possible further improvement in the HICP have been highlighted by the WIM (2021), in a report that analyses in depth some of the open methodological questions in inflation measurement, with specific reference to the HICP and the COGI framework. It highlights three areas for improvement: first and foremost, in terms of scope, it supports the inclusion of a measure of owner-occupied housing; second, it highlights the importance of quantifying the HICP measurement bias; and third, it calls for further harmonisation of implementation practices across countries, for example as regards quality adjustment. The PRISMA datasets described in Appendix 1 have been used in WIM (2021) to investigate the

---

3 For the practical difficulties involved in measuring the weights and prices of non-market goods for constructing feasible COLIs, see WIM (2021).
4 See, for example, Braithwait (1980), Boskin (1998), Gordon (2000, 2006) and Hoffmann (1998); however, the use of COLI as a yardstick has been a controversial topic in the profession, as discussed by Triplett (2001, 2006).
substitution bias and its cyclicality and to explore the potential consequences of applying different choices for quality adjustment across countries.\(^5\)

**Substitution and quality adjustment are important sources of possible measurement bias.** We reproduce here, for convenience, the stylised view of measurement bias in Figure 2 from WIM (2021). The diagram is organised around a COGI concept, where the problem of substitution bias is cast in terms of representativity and aggregation at the level of products (lower-level aggregation bias) and categories (upper-level aggregation bias). WIM (2021) discusses the various sources of bias in the HICP and how improvements in the HICP methodology may have mitigated these, while structural changes in retail, such as shorter product life cycles and the appearance of new outlet types, may have increased them. Ultimately, the authors conclude that a knowledge gap concerning the exact size of the HICP measurement bias remains, calling for further research. This paper takes a research point of view and focuses on two aspects relevant for consumer price indices in general, on which PRISMA data can be brought to bear: the methodological discussion of the COLI as a yardstick to measure substitution bias in general and an overview of the issues that may arise with quality adjustment. It also reviews issues related to sampling and replacement bias due to the introduction of new products and outlets.

**Figure 1**

Stylised overview: measurement bias

---

In the next section we discuss substitution bias in the light of the literature that uses a cost-of-living concept as a reference, highlighting the importance of the assumptions of constant preferences, preference homogeneity and homotheticity when measuring the cost of living. We review the literature on measuring COLIs

---

5 In WIM (2021), see Box 9 “Is there a measurement bias from quality adjustment in Austria and Italy?”. On “The cyclicality of upper and lower-level substitution bias”, see Box 15 by Amann, Bachiller and Karadi: using the PRISMA household scanner data across Germany, France and the US, they find that the bias varies over time: the average bias is usually small, but its time variation is sizeable and can exceed 0.5 percentage points on average. Over two-thirds of the time variation can be attributed to the evolution of the lower-level bias.
under less restrictive hypotheses and show that purchase prices and consumption baskets vary by household income class and that homotheticity appears to be violated in our data. This suggests that using standard COLIs based on superlative indices as yardsticks for substitution bias can be problematic.

1.2 The cost-of-living framework: grounding inflation measurement in consumer theory

The economic theory of consumption can provide guidance on how to measure inflation when the aim is to characterise the impact of price changes on consumer welfare and to ask questions about how realistic the assumptions we need for this are in practice.

It is easier to understand substitution bias within the COLI framework if we outline the model of reference and clarify the definitions. The consumer has \( N \) goods available, will consume a bundle \( c \) of such goods and has a set of preference relations over such bundles. The preferences are indexed by \( x \), a set of “environmental variables”, which cannot be chosen by the consumer and which affect the ranking over the consumption bundles. Examples of these exogenous “environmental variables” could be public safety or the greenness of the environment, but might also be fads or immutable personal characteristics, such as age. The preference relations are represented by a utility function over consumption bundles \( c \) given environmental variables \( x, u(c;x) \).

This definition allows us to distinguish an unconditional COLI, which varies according to environmental goods \( x \), from a conditional COLI, defined for a given state of \( x \).\(^6\) Practical implementations of COLIs are necessarily conditional on a given level of state variables. This is both a significant limitation on the framework for measuring inflation practically and part of its appeal conceptually, as it allows us to characterise in economic models the effect on the cost of living of a change in the state of the world. Examples could be reduced public safety, as experienced, for example, during the coronavirus (COVID-19) pandemic, or a change in household perceptions of the importance of a clean environment.

A cardinal, “monetary” measure of utility is more useful for cost-of-living comparisons and welfare analysis. Indirect utility \( v(p, I; x) \) indicates the maximum utility achievable for every set of prices \( p \) and level of income \( I \). It allows us to compute the change in welfare between two states indexed by a price vector and a level of income (at a certain state \( x \)). This can be done by computing the equivalent or compensating variation, which are money metrics used in welfare analysis.\(^7\) Maximising indirect utility has a dual problem of expenditure minimisation, which yields the expenditure function \( e(p, v) \): the minimum expenditure that will allow the

---

\(^6\) Konüs (1925-39) gives the example of comparing the utility of a given bundle of goods in summer and winter.

\(^7\) The equivalent variation is the additional income that the consumer would need, at current \( x \) and income and yesterday’s prices, to be indifferent to the budget set defined by the new prices and income. In other words, the EV measures the additional income required to reach the final utility at the old prices.
consumer to reach a given indirect utility level. A COLI is the ratio of two such expenditure functions at different sets of prices.

The next “ingredient” of the COLI framework is a characterisation of the utility function in terms of properties. Stability is a convenient property and amounts to the separability of $x$ and $c$: the shape of the utility function over $c$ does not change as $x$ changes. Another important property that is desirable from the point of view of tractability, but not necessarily from that of realism, is homotheticity: if consumption is multiplied by a scalar $a$, utility grows in proportion: $u(ac;x) = au(c;x)$.

Under homothetic preferences, many standard price indices can be derived and their properties analysed. By mapping utility levels at the base and reference periods to consumption baskets, the Laspeyres index provides an upper bound for the “true cost of living”, because, following a change in relative prices, consumers can reshuffle their consumption bundles towards relatively cheaper goods in a way that allows them to keep the same utility for lower expenditure. By the same mechanism, the Paasche index gives a lower bound. Given these bounds, which are valid for any homothetic utility function, practical implementations of COLIs that approximate the “true cost-of-living index” are computed using “superlative” indices such as the Fisher index, which is the geometric average of a Laspeyres and a Paasche index.

The choice of index therefore depends on the preference structure we are willing to assume. Diewert (1976) suggested an approach that is appealing from the point of view of the economic modeller: starting with functional forms that are assumed to represent consumer preferences,8 he proposes formulas for “exact” index numbers that are valid under those assumptions. The translog expenditure function is often used because it approximates any expenditure function to the second order, provided preferences are homothetic. The Törnqvist index is exact for this function (see Caves et al, 1982). The Sato-Vartia index is exact for the constant elasticity-of-substitution (CES) expenditure function.

---

8 More precisely: for expenditure functions that are “flexible” in the sense that they provide a second-order local approximation of a true homothetic utility function.
2 From consumer theory to applied demand system estimation: how realistic are the standard COLI assumptions?

This consumer theory approach to inflation measurement relies on strong behavioural assumptions. It provides a direct link between how consumption choices are modelled and how inflation is measured, but it also puts a burden on the researcher to check the validity of underlying assumptions in terms of actual consumer behaviour. The next subsections discuss the assumptions of preference stability, homotheticity and homogeneity.

2.1 Measuring the cost of living with taste changes

The tension between macro assumptions and micro demand theory is evident in the assumption of stability of preferences from which aggregate price indices are derived. Redding and Weinstein (2020) study the impact of changing taste for individual varieties\(^9\) based on CES preferences, which are extensive in the macro and trade literature. Focusing on continuing varieties, they highlight that the Sato-Vartia price index is consistent with CES preferences only if there are no demand shocks, but taste shocks are needed to estimate a CES demand system. This inconsistency leads to a bias in the Sato-Vartia COLI, which they call “taste-shift bias”.

Their estimate of the taste-shift bias in US supermarket scanner data from 2005 to 2013 is 0.4 percentage points a year on average when comparing against a Sato-Vartia index that also adjusts for entry and exit of goods but assumes constant preferences, and as much as 1.7 percentage points a year when comparing against a Laspeyres index.

The proposed solution is a new exact price index, the “CES unified price index”, which has three components: a Jevons index of the prices of common varieties between two periods, a correction for the entry and exit of varieties, and a term that captures changes in the degree of heterogeneity in taste-adjusted prices across common varieties. If the elasticity of substitution is greater than 1, then inflation will be positive (i.e., a given level of utility will be more expensive), not only if the Jevons term is greater than 1, but also if new varieties are less attractive than older ones and if the heterogeneity of taste-adjusted prices of common varieties decreases (because consumers have fewer opportunities to substitute for better varieties). The cost of living, measured this way, can rise in principle, even if

---

\(^9\) It is useful to distinguish between “goods”, such as “carbonated beverages”, and varieties, such as “Coca-Cola - Coke Zero 2.00 litre”, which are identified by barcodes in scanner and web-scraped data.
observed prices do not change but taste for current varieties deteriorates. A normalisation on the average taste change avoids this. An example could be a reorientation of consumer taste away from “brown” to “green” products: this would increase the cost of living in a way not captured by standard price indices. Box 2 provides a back-of-the-envelope calculation of the potential importance of green versus brown products in various HICP categories, and thus the potential “exposure” of the consumption basket to taste shifts towards green consumption.

The analysis by Redding and Weinstein (2020)\textsuperscript{10} shows the importance of taste shocks for assessing changes in the cost of living (or for comparing the cost of living across geographic areas) but itself relies on assumptions, such as homothetic CES preferences where varieties are substitutes.\textsuperscript{11} Martin (2022) puts the critique of consumer price indices (CPIs) by Redding and Weinstein (2020) and their results into perspective by noting that the cost-of-living concept of reference for CPIs is a conditional COLI, while the bias documented by Redding and Weinstein refers (implicitly) to an unconditional COLI. He then proposes an exact index that is conditional upon tastes in the base or reference period in a CES setting. Also using scanner data, he finds that conditioning on one or the other set of tastes can lead to differences of a few percentage points per year depending on the category. This highlights how much the measurement of “inflation” depends on the preference framework of reference when the aim is to measure changes in the cost of living. Martin (2020) cautions against interpreting the discrepancy between indices solely as taste-shock bias in the Redding and Weinstein (2020) setting and simulates the effect of neglecting heterogeneity in substitution elasticities across groups of goods. His main result is that it is very easy to misdiagnose the impact of misspecification as “taste-shock bias” and calls for researchers that refer to the economic theory of price indices to estimate a variety of models to check the robustness of their results.

Modelling taste changes can also help to quantify uncertainty in price indices, another open question indicated by the WIM (2021). Feenstra and Reinsdorf (2007) use the fact that taste changes can be treated as stochastic to model uncertainty about weights and prices and map it into standard errors for exact index numbers. This is another area where scanner data can help with experimentation using alternative assumptions and methodologies, and WIM (2021), referring to sampling uncertainty, highlights the potential usefulness of estimated variances and confidence intervals of price indices and weights. Incidentally, the discussion in Feenstra and Reinsdorf (2007) also highlights the frequent chasm between the statistical and economic literature on inflation measurement: when describing the modelling assumption that inflation is composed of a common inflation trend and a component that contains relative price changes they cite the criticism by Diewert (1995) that the assumption of a common trend is “limiting”, but this distinction between a common (and equiproportional) factor and relative price trends is precisely the basis of the decomposition that Reis and Watson (2010) use to define

\textsuperscript{10} Gábor-Tóth and Vermeulen (2018) reached similar conclusions on a different dataset.

\textsuperscript{11} They do show that their result on the effect of taste shocks carries through in many more specifications.
Box 1
How sensitive are components of the Harmonised Index of Consumer Prices to climate policies or related changes in consumer preferences? An introduction to classification approaches

The EU aims to reduce greenhouse gas (GHG) emissions by 55% by 2030 compared with 1990 and to net zero by 2050, and has proposed a set of measures which will entail widespread changes to the economy and could also affect prices. To achieve the EU climate goals, changes in activities – and prices – that are associated with significant GHG emissions can be expected. Using two different approaches, this box explains how to identify which consumer prices could be affected by climate policies or changes in consumer preferences caused by such policies.

This box describes two classification approaches and initial results, which can be considered a starting point for further analyses. As a basis, we use a granular description of components of the Harmonised Index of Consumer Prices (HICP) (levels 3-5 of the Classification of Individual Consumption According to Purpose, COICOP). For the first approach, which enables us to obtain a rough overview, we map COICOP classes to “climate policy-relevant sectors” (Battiston et al., 2017) via links to the Eurostat NACE classification. The second approach uses “consumption-based emissions”, i.e., emissions associated with the whole production or value chain of a good or service, again linking them to COICOP classes via the NACE classification. A third possible approach, which is not discussed in more detail here, could entail the identification of COICOP links to sustainable consumption, for example by means of eco labels or energy efficiency labels.

Around 60% of HICP components in the euro area may be sensitive to climate policies (Chart A). 5% and 6% of components can be associated with utilities and fossil fuels, respectively, which roughly corresponds to the HICP energy special aggregate (Chart B). 8%, 10% and 11% can be associated with agriculture, transport and buildings, respectively. Agriculture accounts for more than half of HICP unprocessed food. The agricultural sector (especially meat and dairy production) is responsible for high levels of GHG emissions and may be subject to changes in consumer preferences or climate policies. 19% of HICP components can be associated with energy-intensive manufacturing, covering a large number of industrial activities and corresponding to almost 60% of HICP non-energy industrial goods (NEIG). However, it is important to note that different activities may be affected very differently by climate policies or changes in consumer preferences.

---

12 In a factor model, Reis and Watson (2010) decompose the common factors into two uncorrelated sets: “pure inflation” is the component that has an equiproportional effect on all prices and is uncorrelated with changes in relative prices at all dates.
13 Based on COICOP-NACE crosswalk by Kouvalas, Osbat, Reinelt and Vansteenkiste (2021).
14 Applying 2021 weights.
15 In 2016, agriculture, forestry and land use accounted for around 19% of global GHG emissions (SOURCE).
The identification of climate-policy-sensitive HICP components can be considered an initial rough assessment of the types of components that might be affected by climate policies or changes in consumer preferences. Within different climate policy-relevant sectors, there may be sizeable differences in the actual climate impact and therefore sensitivity to climate policies. For example, although there is little heterogeneity between countries in the allocation of HICP components to climate policy-relevant sectors (Chart A), substantial heterogeneities arise due to the types of fuels used in electricity production: while approximately 70% of Dutch electricity is produced using fossil fuels, only around 10% of French electricity is produced using them.\footnote{Eurostat, 2020 numbers.}
Therefore, this approach may help to point to areas for future research, but a more in-depth assessment is necessary to draw conclusions on potential effects on inflation.

**Consumption-based carbon accounting can attribute emissions along the supply chain to the final consumer.** A production process consists of multiple steps in which emissions are generated. Multi-regional input-output (MRIO) tables provide a granular overview of all direct inputs – both domestic and imported – used in production. The production of inputs in turn requires inputs, which creates a recursive relation. Input-output analysis allows for the calculation of the total amount of indirect and direct inputs needed to satisfy a demand specification of interest (Davis and Caldeira, 2010). This framework of global production linkages can be extended to the computation of a footprint of external stressors, such as CO2 emissions. Subsequent matching of industries or products to COICOP items can then help to associate the carbon footprint of final household consumption of a particular product or service with consumer prices.

**Tracing the carbon footprint allows us to estimate more precisely the carbon emissions that can be associated with HICP components, thereby providing a more complete estimation of sensitivity to climate policies and shifts in consumer preferences.** Here, the largest knowledge gains are in sectors heavily dependent on indirect inputs, such as the production of certain metals, but also the paper and cattle farming industries. The results suggest that the bulk of emissions stem from a small sub-group of items, mainly related to transportation or energy. Additionally, items related to food and textiles feature prominently, but also some services categories that may be less obvious.

**Climate-sensitive HICP components contribute to the overall volatility of euro area headline inflation, reflecting the volatility of energy prices (Chart C).** Classifying HICP components into three categories – with items associated with the largest carbon footprint being at level 3 – shows a strong cyclical component, mainly in the items that are associated with a large carbon footprint and may thus be sensitive to climate policies. Part of this – as already discussed above – can be attributed to energy-related items, and to transport, textiles and food. The part of the HICP with a low carbon footprint consists of sectors such as education, maintenance and repair services and health care.

**Ultimately, both approaches presented in this box can build a basis for future research on potential challenges that may arise for inflation measurement and for understanding inflation dynamics.** For example, measuring cost-of-living changes can be harder if a range of new products is introduced quickly or if preferences regarding “clean” or “polluting” goods and services change, particularly if they change differently across different classes of consumers, such as the rich and the poor or the young and the old. Inflation dynamics will be affected if the decarbonisation of energy systems and industry proceeds rapidly and if relative price trends change significantly between different goods or services based on the type of energy they require as inputs.

---

17 For the exact computations, see Miller and Blair (2009).
18 The results are based on a decomposition of the environment-extended MRIO tables from Exiobase3 into a carbon footprint associated with euro area household consumption of 163 industries and the subsequent matching to COICOP items.
Chart C
Decomposition of euro area HICP and HICP excluding energy and food into different carbon footprint levels

(annual percentage changes; percentage point contributions)

Sources: Exiobase, Eurostat and ECB staff calculations.
Notes: The carbon footprint is based on the environmentally extended multi-region input/output database from Exiobase 3 using the year 2018, reflecting the total carbon footprint of euro area household consumption. Exiobase industries are matched to COICOP items using COICOP correspondence tables, COICOP items that could not be matched are classified by "mismatch". The residual in contributions arises for COICOP items without data extending to our full history. Classification of the COICOP3 sub-components ranges from level 1 (lowest footprint) to level 3 (highest footprint) and is based on a K-means clustering. Level 1 in the right-hand chart is further split into three sub-classes, ranging from the largest footprint (1.3) to the smallest footprint (1.1).

2.2 Measuring the cost of living when consumer preferences are non-homothetic: the income bias of superlative indices

Incorrectly assuming homotheticity is an important source of misspecification that is not easily addressed. Diewert (1976) provided guidance on how to derive exact indices under flexible functional forms for preferences, but his results do not cover all possible types of misspecification, with non-homotheticity potentially being a very difficult type to address. A violation of homotheticity would show up as an increase in the variance of an index estimated according to Feenstra and Reinsdorf (2007), but for economic analysis it is more meaningful to model non-homotheticity outright. Redding and Weinstein (2020) do so by modifying their CES unified price index (CUPI) to allow for a (constant) elasticity of consumption of each variety with respect to the consumption index.

Aggregation is a fundamental problem when assuming non-homothetic preferences, and very few models relax this assumption. Only homothetic and quasi-homothetic preferences aggregate, as discussed by Chipman (1974, 2006), which is why this assumption underlies models of representative consumers. Cavallari (2020) discusses the implications of a non-homothetic demand structure for monetary policy, adding to a CES utility function a component that is linear in consumption. This preference structure amplifies the real effects of monetary and technology shocks, attenuates the trade-off in the stabilisation of inflation and output...
arg and modifies the optimal monetary policy rule. Another example is Ravn et al. (2008), who explore the consequences of quasi-homothetic Stone-Geary preferences for the propagation of aggregate shocks over the business cycle. This approach, which incorporates variety-specific “subsistence points”, generates real rigidities and provides a basis for countercyclical mark-ups. Finally, Blanco and Diz (2021) explore the consequences of imposing a minimum subsistence point for food consumption, which decreases its elasticity of demand and makes food inflation less controllable by monetary policy, but also less relevant. The authors conclude that excluding food from the inflation index targeted by the central bank is optimal in this set-up. None of these studies addresses the measurement of inflation directly, but they have implications for welfare analysis and ultimately for cost-of-living comparisons.

Argente and Lee (2021) look at three margins of adjustment and their impact on the inflation rates experienced by poorer and richer households. The first margin is substitution to lower-quality varieties, the second is to lower-price retailers, and the third is the frequency of purchases of items on sale. They allow for non-homotheticities by introducing heterogeneity across income groups and decompose the differences in price indices across income groups into changes in product prices, new-goods bias adjustment, product substitution, and shopping behaviour. They find that in the United States, from 2004 to 2016 almost half of the difference between the level of prices of the top and bottom 25% is explained by the product prices, i.e., the “pure price changes”, of the base-period basket. Another third is explained by substitution among varieties, and the rest equally by the new varieties correction and by shopping behaviour (e.g. shopping when items are on sale).

The relative importance of the various margins of adjustment varies over the business cycle. The decomposition into pure price changes, new variety adjustment, product substitution and shopping behaviour for the United States by Argente and Lee (2021) shows that the relative importance of these components varies in a recession. One reason is that richer households have more varieties and outlets in their choice set and can “trade down” more easily when their budget becomes more constrained. They provide an estimate of the “quality Engel curve”, i.e. the relationship between income class and the quality of goods consumed, which for practical purposes is assumed to be indicated by the prices of varieties within a product category. They find that rich households pay around 10-15% more for products in the same good category than poor households.

---

19 They allow for non-homotheticity by computing an income-class-specific Sato-Vartia index modified to account for new varieties. To do so, they estimate income-class-specific elasticities of substitution within each category. They find that the elasticities of substitution are very high, as can be expected when comparing varieties within a fine product group, but they are not substantially different across income groups.

20 See, for example, Li (2021).

21 See Bils and Klenow (2001). Clearly, the finer the product category, the more tenable this assumption.
2.3 Measuring the cost of living when consumer preferences are heterogeneous

Next to stability and homotheticity, homogeneity is another important property of preferences from which standard COLIs are derived. Using standard indices to compute inflation for different groups of consumers, the paper by Strasser et al. (2023) on household inflation heterogeneity documents that differences among households are mostly due to differences in baskets. Inflation heterogeneity is particularly important due to its impact on welfare comparisons and on the assessment of inequality: for example, Güner and Weichenrieder (2020) find “pro-rich” inflation in Europe from 2001 to 2021, which results in the underestimation of the increase in income inequality as measured by Gini coefficients. Would these assessments be affected by the measurement of inflation with indices that account for the heterogeneity of consumers? If so, in which direction? This remains an open research question.

There are two approaches to constructing COLIs that can account for heterogeneity of consumers according to their income level: non-homothetic price indices and homothetic indices that allow for heterogeneous preference parameters. Non-homothetic indices link the elasticity of substitution explicitly to the consumption level, as in the studies reviewed in the previous subsection. As an example of the second approach, Redding and Weinstein (2020) relax some homogeneity restrictions using a mixed CES specification where consumers are in groups and the elasticity of substitution as well as the taste parameters vary across groups. The price of each variety and the set of available varieties are common to all groups. This is in turn restrictive: for example, Li (2021) finds that, in India, urban and richer households consume more food varieties than rural and poorer ones. Argente and Lee (2021) find a similar result for the United States. In the PRISMA data, however, we see a different pattern: for example, in Germany and France, for a given year, product category and household size, the profile of the number of varieties (as gauged by the number of barcodes bought) across income classes is U-shaped instead, as shown in Chart 1. This different result could be due to the different status of food consumption in higher-income versus lower-income countries.

See also the “primer” by Jaravel (2021), which also reviews the implications of non-homotheticity for optimal taxation and for the effectiveness of monetary policy and highlights the importance of having micro data on consumption baskets and prices paid for different sociodemographic groups in order to study these effects quantitatively.
Argente and Lee (2021) document the importance of income as an important dimension of preference heterogeneity by estimating "quality Engel curves". This concept was introduced by Bils and Klenow (2001) to estimate unmeasured quality change in a sample of goods in the United States. The quality Engel curve maps out the unit price of varieties of a good as overall consumption changes across consumers. The underlying assumption is that the variation in unit price across varieties of a good reflects various aspects of quality: some intrinsic and some related, for example to the different "quality" of the associated retail services. They find that richer households do pay higher prices for a given good than poorer households.

The PRISMA data indicate that, at product level, households in different income classes may pay different prices, mainly by choosing different varieties of that type of product. In principle, in scanner data, variation can also be observed in the prices paid for the same barcode, which could occur due to purchases in different kinds of shops or the concentration of more or fewer purchases on sales. An analysis of the German household panel data shows that the variation in prices paid in a year for the same barcode is minimal when adjusting for the median price paid. The next step in the analysis is to run a regression of the unit prices in each category on an income class dummy. Focusing on a reasonably homogeneous and large group, i.e., two-person households that shop at discounters, a simple regression of average unit price per category in each quarter on the income class shows a remarkably linear relationship. The results are shown in Chart 2, where each line corresponds to a cross-section regression for a single quarter; the blue line corresponds to the last quarter in the sample: 2018q4.
This result is confirmed by a panel analysis. A panel regression was estimated using a Bayesian hierarchical model, where the conditional mean is modelled as a constant plus a time effect (to capture overall inflation across all products), plus a population slope parameter $\beta$ that measures the sensitivity to changes in income class and is also allowed to change through time. Chart 3 shows the results for the largest category by total sales in Germany: fresh sausages. The corresponding results for the ten categories that appeared at least once in the top seven by total sales is shown in Table 1. Income class plays an important role in the prices paid for different varieties in each product category in this sample.
### Table 1
Estimated coefficient of income class in price per volume paid: 95% interval

<table>
<thead>
<tr>
<th>Category</th>
<th>2.5%</th>
<th>Median</th>
<th>97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh bakery goods</td>
<td>0.51</td>
<td>1.65</td>
<td>2.71</td>
</tr>
<tr>
<td>Beer</td>
<td>0.80</td>
<td>0.96</td>
<td>1.11</td>
</tr>
<tr>
<td>Bread</td>
<td>2.26</td>
<td>2.42</td>
<td>2.58</td>
</tr>
<tr>
<td>Fresh meat</td>
<td>7.56</td>
<td>8.69</td>
<td>9.64</td>
</tr>
<tr>
<td>Fresh vegetables</td>
<td>3.64</td>
<td>3.85</td>
<td>4.05</td>
</tr>
<tr>
<td>Hard cheese</td>
<td>10.10</td>
<td>10.65</td>
<td>11.19</td>
</tr>
<tr>
<td>Fresh fruit</td>
<td>1.98</td>
<td>2.38</td>
<td>2.77</td>
</tr>
<tr>
<td>Coffee</td>
<td>8.37</td>
<td>9.48</td>
<td>10.67</td>
</tr>
<tr>
<td>Frozen goods</td>
<td>10.05</td>
<td>10.64</td>
<td>11.18</td>
</tr>
<tr>
<td>Fresh sausages</td>
<td>12.55</td>
<td>13.04</td>
<td>13.54</td>
</tr>
</tbody>
</table>

Sources: GfK and PRISMA staff calculations.

Notes: The table reports the median and the 95% credible interval of the posterior distribution of the slope in cents per volume for each category that showed up at least once in the top seven by expenditure share computed for quarters in the period 2005Q1 to 2018Q4.

#### 2.3.1 Computing aggregate COLIs under the assumption of heterogeneous preferences

The problem of constructing COLIs based on preferences that are homogeneous in each group but vary across groups is that aggregation across groups requires assumptions on how to weight the preferences of each group. Decoster and Haan (2015) discuss the normative implications of preference heterogeneity in terms of ranking and aggregating across individuals. For example, while money metrics are convenient for aggregating welfare changes across individuals, using them becomes complex when reference prices as well as preferences are different for different groups. In a labour-leisure choice context, Decoster and Haan (2015) highlight the importance of making the “ethical priors” needed to make welfare aggregation and normative analysis transparent, and to study the robustness of welfare assessments across many such choices.

Such priors are in fact inherent, usually implicitly, in any aggregate index: standard indices based on average expenditure shares are called “plutocratic”, because they implicitly assign a greater weight to those who consume more. The Laspeyres and Paasche indices fall into this category. Indices that give each consumer the same weight are called “democratic”: see Fisher (2005) for a discussion of the value judgements required, concluding that neither is inherently superior, Ley (2005) for an interpretation and decomposition of the gap between a plutocratic and democratic index and, for example, Kokoski (2003) for an empirical comparison in the case of the US CPI.

Not only computing aggregate indices, but also any welfare comparison, is precluded in models that assume heterogeneous preferences across groups. As conceded by the authors, the approach of Argente and Lee (2021), where preferences are homothetic in each income class with different parameters across
classes, precludes the possibility of comparing welfare gains between poor and rich households. Hottman and Monarch (2020) introduce an element of non-homotheticity in a two-tier preference structure: in each sector demand elasticity is constant and sector-specific, while across sectors they allow the parameters that govern taste shifts to vary by income class. Using US import data at supplier level from 1998 to 2014, they also find that poor households experienced the highest import price inflation and rich households the lowest. Handbury (2019) studies the implications of non-homotheticity for price comparisons across cities, taking into account the impact of product availability, like Li (2021) for India, and interacts it with income-dependent tastes. She addresses the aggregation problem by nesting income class-specific CES demand functions in a Cobb-Douglas utility function across expenditure categories. She finds that a specification where non-homothetic demand is modelled only in terms of preference for quality explains the differences between the choices of rich and poor households.

The studies reviewed so far model non-homotheticity by letting preference parameters vary across income classes. This approach is criticised by Beck and Jaravel (2021), who suggest a different approach based on Comin et al. (2021) to instead keep the CES structure with price elasticity of demand common across goods and income classes, but to introduce an expenditure elasticity of income. This yields a price index at household (or income class) level that can be represented as a Törnqvist index-like component (with average expenditure shares as weights) plus a component that accounts for non-homotheticities and difference in product varieties. Beck and Jaravel (2021) study purchase power parity (PPP), i.e., the relative cost of living across countries, and interpret their non-homothetic PPP index as a measure of compensating variation, which is a monetary measure of how much a consumer would be willing to pay to acquire the consumption bundle of the other countries. This also applies to comparisons between two periods, rather than two countries. Also in this approach, however, there is no clear way to aggregate the household – or income class – level price index to a country aggregate.

Assessing and relaxing the homotheticity assumption is a key element of the assessment of substitution bias in official CPIs, which either assume no substitution (e.g., the Laspeyres index used by the HICP) or use as yardsticks exact indices designed for homothetic preferences. Is the fact that sometimes the resulting superlative index is higher than the Laspeyres index an indication that the homotheticity assumption is violated? In other words, how large is the income bias in superlative implementations of COLIs, and how does this affect the assessment of substitution bias in the HICP? The possibility of such income bias in the Törnqvist index is well known conceptually, but the data requirements for assessing it quantitatively for the full scope of a consumer price index are very challenging: only microdata containing prices, quantities and consumer characteristics would allow it.

The curse of dimensionality bites when moving from inflation measurement grounded in consumer theory to practical computations based on estimating demand systems. Relinquishing the symmetry imposed by the CES assumption implies the need to estimate many demand elasticities with many products. The new empirical Industrial Organisation (IO) literature offers a framework and an
econometric solution: recasting the problem from preferences over a continuum of products to preferences over a much smaller set of product characteristics makes it much more tractable. Also, the literature has developed faster and faster algorithms (see Conlon and Gortmaker, 2020, for an overview).

**PRISMA data can be used to estimate substitution and income biases and assess the potential impact of different COLI implementations.** The limitation of this analysis lies in the restricted scope in terms of categories, but it can nonetheless be an important methodological contribution in the light of the open questions on COLI measurement and of the implications of non-homotheticity for measuring changes in welfare and for inequality.  

2.4 Measuring lower-level substitution bias: scanner data offer new opportunities, but also methodological challenges

The review of the literature above highlights that there are both general principles and specific computational methods for estimating COLIs that account for substitution, taste shocks and heterogeneity. However, they require observed prices and quantities consumed. Observing quantities is the harder problem in practice; there are consumption surveys for general allocation of expenditure and there are supply-side output measures classified according to industry or product classifications, but official consumption price collectors do not observe the quantity consumed of each variety of a given good or service in each outlet surveyed each month. For that reason, the first step in the computation of CPIs is to form elementary indices using unweighted averages of the price relatives between two periods.

**There are two main choices for lower-level aggregation: the arithmetic or the geometric average.** The arithmetic average of price relatives gives rise to a Carli index, the ratio of the arithmetic averages of base and reference period to a Dutot index and the geometric average of price relatives to a Jevons index. Levell (2015) gives an overview of the Carli and Jevons elementary indices, as well as a very clear discussion of the communication challenges faced by a national statistical institute (NSI) when changing the methodology of official statistical indicators so central to many contracts in the economy. In terms of technical properties, from the economic and axiomatic point of view, the Jevons index is preferred. In particular, it allows for some substitution, while Carli and Dutot do not and are biased upwards if substitution takes place. Silver and Heravi (2007) used scanner data to show that the difference between the Jevons and Dutot indices depends on the change over time in price dispersion, some of which is due to product heterogeneity.

---

24 See, for example, Handbury (2019).
25 See Bialek (2020a and 2020b) on computing confidence intervals for elementary indices.
26 For the United States, the BLS (2001) found that moving to a Jevons elementary index reduced annual CPI inflation by 0.2 percentage points.
The problem with lower-level substitution bias is that this is where the bulk of substitution bias arises, as the elasticity of substitution between varieties is higher than between different categories of goods and services. But it is also at this level that no information on expenditure shares is available to compute adequate indices.

Scanner data offer new opportunities for evaluating the consequences of choosing different indices, not only because they contain data on expenditures but also because the barcode-level information allows to exclude the possibility that a price change could be due to quality.

Scanner data have also been introduced by NSIs in the production of official indices. This innovation has been accompanied by much research, as using scanner data introduces practical challenges due to high volumes, the need for classification (see box in the paper by Strasser et al (2023) on online vs offline prices) and high product churn, but also purely methodological challenges.

While allowing, in principle, for demand systems to be estimated, scanner data pose a methodological problem when integrated in the NSI practice of producing chained indices. Scanner data provide current expenditure weights that are not available in traditional price collection, but the high product churn causes the chain-linked indices to drift down due to the “price bouncing” caused by sales. This is called chain drift, and multilateral indices such as the GEKS-Törnqvist (Gini, Eltető, Köves, Szulc and Törnqvist) index, which is the geometric mean of all possible pairwise comparisons, address this problem.

The literature on multilateral indices has exploded with the availability of scanner data for official statistical production. Sands (2020) discusses index methods for scanner data extensively in the context of a quality framework developed to take decisions on what formulas to use for new collections based on big data (scanner and web-scraped). The recommendation is that a multilateral GEKS index should be used when expenditure shares are available and a GEKS-Jevons in their absence. Eurostat also published a guide for the use of multilateral indices in the compilation of EU official price statistics.

---

27 This is also what Tóth and Vermeulen (2018) find, for example, again using scanner data.
28 See Feenstra and Shapiro (2007) for an early overview of opportunities and challenges.
29 GEKS indices take their names from Gini (1931), Eltető and Köves (1964) and Szulc (1964).
30 See, for example, Ehrlich et al. (2020). Zhen (2019) extends the methodology to “panel” multilateral indices, where the multilateral comparison is not only across time periods but also across different regions.
31 See, for example, Ivancic et al. (2011) and de Haan, J. and van der Grient, H.A. (2011) for an empirical study of their results.
32 The report can be found here.
33 See Eurostat (2022).
3 Measurement bias due to new products and outlets and to quality adjustment

Other dimensions of potential bias in consumer price indices relate to new types of products and outlets and to quality adjustment. It is important to distinguish between the appearance of new products and the introduction of new varieties (replacement). As formalised by Feenstra (1994), measurement of the cost of living must take into account the introduction of new goods because consumers have a taste for variety: if the range of varieties increases over time, conventional indices will overstate the change in cost of living. Similarly, when fewer varieties become available, conventional indices will understate the increase in the cost of living. Broda and Weinstein (2010) showed that new goods bias is important because of its cyclical nature, with fewer varieties becoming available during recessions. This lack of availability was extreme during the early phases of the COVID-19 pandemic, when entire categories of goods, and especially services, became unavailable: see the paper by Henkel et al (2023) on pricing during the pandemic.

Beyond this conceptual impact on the measurement of the cost of living, the introduction of new varieties gives rise to practical methodological questions on how to deal with product replacement in the compilation of price indices. These questions fall under the umbrella of “quality adjustment”. A preliminary observation, also apparent when referring earlier to quality Engel curves, is that the term “quality” is not precisely defined in theory and is even harder to measure in practice. For example, Ueda et al. (2019) distinguish “quality”, a permanent and time-invariant product characteristic, from “fashion”, a temporary high volume of sales in new products. They measure the effect of product turnover along both components on a COLI for Japan using the approach put forward by Feenstra (1994) and find that the fashion effect is large, while quality effects decreased through time in Japan. They also find that the discrepancy between the COLI they estimate and the COLI generated from a matched sample of products is not very large. This could be an idiosyncratic feature of Japanese data due to the very low inflation over the whole sample.

The introduction of new goods or new outlets is best explained using the framework of the new empirical IO, which solves the curse of dimensionality in estimating demand systems by mapping preferences over many products to preferences over a much smaller number of product characteristics. This is at the basis of hedonic regressions, which underly explicit quality adjustment practices for some product categories by some national statistical institutes. The literature on hedonic adjustment, as well as the practice by NSIs, is a century old, starting with Haas (1922) and Court (1939) and popularised by Griliches (1961), but the increased availability of data and of methods for analysing their characteristics has

---

34 See the reviews in Goodman (1998) and Pakes (2005) but also Colwell and Dilmore (1999) for the history of the idea.
prompted continuous innovation. For example, Crawford and Neary (2021) look at the extensive margin of quality, i.e., the addition or deletion of characteristics, in addition to the "intensive margin" of upgrading existing characteristics. They apply their method to new car prices in the United Kingdom and find that it adds a substantial amount to the ballpark Boskin Commission estimate (for US inflation in general)\textsuperscript{35} of the new goods and quality bias in measured inflation, at least in the product categories where the extensive margin of quality innovation is important, i.e., when new features are frequently introduced. As an example of the use of big data and AI for hedonic "regressions", Bajari et al. (2023) use deep learning on data on tens of millions of apparel items on sale in the Amazon store and find that their hedonic Fisher price index decreased between 2013 and 2017. Importantly, the conceptual basis of hedonic adjustment also assumes homogeneity of consumer taste and relaxing this assumption would further complicate the practice of hedonic price adjustment.

Heterogeneity is also an important factor in the impact of new varieties on inequality: as discussed by Jaravel (2021), the market for high-end products has grown faster, creating incentives for firms to add new varieties that cater to the rich ("premiumisation"). This in turn, via the preference for varieties channel, further increases inflation for poor households relative to rich ones.

The next subsection discusses bias due to new products and outlets and Section 3.2 discusses bias from quality adjustment and, in particular, the role of the choice of methods.

\section*{3.1 Bias due to the introduction of new products and outlets.}

The term "new products" is only apparently self-explanatory, and the concept needs to be elaborated. If "new product" indicates a new variety of an existing product item, or a new product item in a product category already included in the CPI, then the treatment of new products boils down to sampling and quality adjustment, posing the measurement questions discussed in the next subsection. In this vein, biases can occur if the product replacement is delayed (the new product is introduced too late and the sample is no longer representative, also leading to a lower-level aggregation bias).

When a new, innovative product arrives on the market, two other sources of bias exist: bias due to missing welfare gains and bias due to late introduction. This is the case when the new product cannot be compared with existing product items and is hard to fit into the classification of the consumer price index. This occurs most often with technological goods, for example smart phones or smart watches.

The bias due to missed welfare gains can be explained for a CPI based on the COLI concept. In this case, the welfare gains associated with the introduction of the

\textsuperscript{35} The Boskin Commission Report estimated an overall bias in US CPI of 1.1 percentage points annually, of which 0.6 was due to quality and new goods biases. See Boskin (1998) for a summary of the Boskin Commission Report.
innovative product should be taken into account to evaluate the cost of living. The use of reservation prices has been proposed for valuation (Hausman 1996). However, this has two drawbacks: the reservation prices would also be needed when products exit (Ahnert and Kenny, 2004), leading to zero inflation in the long term if the demand curves for estimating the reservation prices are stable (as for a conditional COLI). One practical problem is that no common methodology for estimating reservation prices exists, as the estimation results differ widely, depending on the underlying preference concept (Dievert and Feenstra, 2019).

Bias due to late introduction arises if an innovative product is included too late in the CPI. In this case, the CPI is biased as long as the product is absent from the CPI basket. A prominent example was presented by Hausman (1999), who showed that the late introduction of mobile telecommunication in the US CPI led to a bias of up to 1.9 percentage points in the telecommunication services part of the index. Such a bias applies to both concepts of inflation measurement: the welfare-based COLI and the COGI, based on the purchasing power of money.

Similar reasoning applies to the “new outlet bias”. If a new type of outlet is established, its prices are not compared with those of traditional outlets. Examples of this are the arrival of discount supermarkets in the 1970s and 1980s and of e-commerce in the 2000s. In these cases, the price decreases experienced by consumers when changing to a different outlet and the related potential welfare gains are not taken into account by a CPI following the fixed basket approach. Additionally, if the outlet type enters the CPI too late its price development over time will be missed, also leading to a bias. One important aspect, which differs from the case of new products, is that new outlet types might be accompanied by new price-setting policies, which can also lead to measurement biases if not taken into account when setting up the price collection.

In order to assess the measurement bias related to new products and e-commerce (as an example of a new outlet type) of the HICP, a survey of NSIs was conducted during the monetary policy strategy review of the ESCB (Goldhammer et al., 2021; a short summary can also be found in WIM, 2021). The survey investigated only issues that are relevant within a COGI framework: the timing of the introduction of innovative products, changes in their prices, allocation to the European Classification of Individual Consumption According to Purpose (ECOICOP), the share of e-commerce and its inclusion in the basket, coverage of e-commerce price collection and treatment of delivery fees. The survey found substantial heterogeneity in the treatment of new products in the HICP; however, “…size and direction of a potential bias arising from the inappropriate timing of product introduction remain uncertain” (WIM, 2021, p. 39). Rather, the survey revealed 62 cases of avoided biases, with the potential bias being both downwards

36  They first appeared in the market in 1983 but were not included in the basket until 1998.
37  For an example, see Blaudow and Burg (2018).
38  The survey also covered more organisational issues not in the focus of PRISMA, like the detection of innovative products, the inclusion strategy, or how to deal with foreign e-commerce retailers; see Goldhammer et al. (2021).
39  Avoided bias since “… the non-inclusion of the innovation would have led to a bias…” (Goldhammer et al., 2021, p. 8).
(in 21 cases, especially for services) and upwards (in 41 cases, especially goods). However, long time lags in the introduction of innovations into the basket between countries (over ten years for mobile internet, for example) introduces limitations on the methodological harmonisation across countries regarding the timing of the introduction of innovative products. In the case of e-commerce, 23 out of 28 countries surveyed already include e-commerce in their baskets; those that do not show e-commerce shares below 7% of the overall market. The survey also revealed that the inclusion of e-commerce started with the first country as early as 2000, rapidly expanding in the second half of the past decade. The products covered most frequently in the e-commerce price collection are electronics and clothing. On average, the collection covers 39 out of 108 product groups of non-energy industrial goods. The countries also stated that the number of products was steadily increasing over time. Therefore, any bias from the too-late inclusion of the e-commerce channel can be expected to be limited, although not enough data were provided to judge whether the price trends of the e-commerce distribution channel diverge systematically from those of other outlet types. The paper by Strasser et al (2023) on online and offline prices analyses some of these issues in detail.

3.2 Bias due to quality adjustment and the impact of quality adjustment methods

When producing official statistics product churn poses a problem: is the variety available in the reference period identical for all practical purposes to the one available in the base period? Is the price change “pure” or is it due to a change in quality? To address this problem, statistical institutes use implicit and explicit methods to carry out quality adjustments when comparing prices of comparable but slightly different products over time. In the case of implicit quality adjustment, the “pure” price change is estimated or inferred indirectly from other information, whereas explicit adjustment methods rely on product characteristics. In the EU, the HICP manual (Eurostat, 2018) offers a menu of methods that NSIs can use for quality adjustment, which are described in Box 2.

Implicit methods can be used under specific assumptions and can be problematic if these are not met. For example, the “link-to-show-no-price-change” method requires any difference in price level to be a measure of quality difference. However, strategic price setting upon introduction or a decreasing price trajectory over the life cycle of the product may invalidate the results. In fact, the HICP

---

40 The survey was carried out by Eurostat and targeted all NSIs in the European Economic Area; two NSIs did not respond. All countries in the euro area responded.
41 This applies to permanent replacements due to product life cycle, whereby a product ceases to be available in shops, as well as to temporary replacements for seasonal products.
42 See, for example, von der Lippe (2007). If prices decrease over the product life cycle, as is typically the case for clothing and electronics, then the index may be affected by downward drift (Keating/Murtagh, 2018).
regulation\textsuperscript{43} is very restrictive on the use of this method and establishes that it should in principle not be used in the HICP, unless duly justified.\textsuperscript{44}

**The use of the bridged overlap method should be avoided when the prices involved are atypical.** This method has been newly regulated by Eurostat’s HICP recommendation on bridged overlap of June 2021. Essentially, it should be avoided when the prices involved are atypical: if the last price of the replaced product or the first price of the new product is a reduced price, or if the introduction price is atypically high, or if the prices in the matched sample include in turn atypical prices or show downward life cycle trends.

**In practice, as Eurostat (2021) explains:** “There is no single best alternative to bridged overlap and the choice depends on circumstances”, and it is important to assess the impact of bridged overlap regularly. Such an impact assessment was carried out using PRISMA web-scraped data on beer prices by Goldhammer et al. (2019), as detailed in Box 2 and quoted in Eurostat (2021). It found that an index constructed using bridged overlap lies below link-to-show-no-price-change, and that both indices show significant downward trends compared with direct comparison.

**Box 2**

**Quality adjustment bias due to the link-to-show-no-price-change and bridged overlap method**

All quality adjustment methodologies aim to split the nominal price difference $\Delta n_p$ between two product items into a price component $\Delta p$ and a quality component $\Delta q_u$:

$\Delta n_p = \Delta p + \Delta q_u \quad (1)$

Each method carries out this split in a different way. There are explicit and implicit methods for quality adjustment (FSO Germany, 2009; Eurostat, 2018). Explicit methods, such as hedonic quality adjustment, supported judgement or option pricing, estimate the quality difference using product characteristics. By contrast, implicit methods try to estimate the quality difference using general assumptions, regardless of the product characteristics. The most important implicit methods are:

- **Direct price comparison (DPC), assuming no quality difference:** $\Delta n_p = \Delta p; \Delta q_u = 0$.
- **Link-to-show-no-price-change (LNP), sometimes also referred to as “simple overlap”, assuming that the price difference is equal to the quality difference:** $\Delta n_p = 0; \Delta p = \Delta q_u$.
- **Bridged overlap (BO):** the price difference equals the average percentage price change of all observed products in the same or similar product category in the sample and the remainder is considered quality difference; in other words, the price change in replacement situations is the same as the price change during the average product life cycle.


\textsuperscript{44} See Article 11(2): “Member States shall make a quality adjustment equal to the whole price difference between the replaced product in month m-1 and its replacement in month m only if this can be justified as an appropriate estimate of the quality difference”.
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Implicit methods are easy to apply, but they can be problematic under certain circumstances. For LNP, price changes accompanying the introduction of new varieties are disregarded (FSO Germany, 2009). If prices of products decrease over their life cycle and price increases happen only at the time of product replacement, a downward drift in the index may occur (Keating and Murtagh, 2018). Therefore, the first Harmonised Index of Consumer Prices regulation\textsuperscript{45} in 1996 already restricted the use of LNP.\textsuperscript{46}

The BO method also has limitations. The prerequisite for meaningful results of quality adjustment with BO is that the price development of the observed product items on the market reflects the price development accompanying the introduction of the replacement model (FSO Germany, 2009). Hence, in markets in which the product life cycle follows the "regular price – sales price – replacement" pattern, the application of BO "...would lead to a devastating downward bias in the index" (Dalén and Tarassiouk, 2013, p. 11). A similar problem arises when prices are constantly declining over the life cycle of a product item and price increases occur only when new items are introduced. Therefore, a new Eurostat recommendation advises against the use of BO under such circumstances (Eurostat, 2021).

To illustrate the biases resulting from the inappropriate application of LNP and BO, research was carried out using data from the PRISMA web-scraping exercise. In German supermarkets, sales of beer are a common tool in the marketing strategies of retailers and breweries. By calculating price indices for beer as a simulation, the exercise entailed treating the end of the sales period of a certain brand of beer like a replacement situation, applying the three implicit quality adjustment techniques. In this exercise, the "outgoing" beer variety is "replaced" by itself, which makes the DPC the unbiased benchmark.

For this study, 28,698 price quotations for beer (cans, bottles and boxes) were used, scraped from 29 August to 7 November 2018 (60 days), including 1,888 discount quotations (6.6%). After data cleaning, 24,149 price observations remained, with 1,662 discounts.

The price index simulation was carried out using unweighted indices, in both the Jevons (geometric mean) and the Dutot (arithmetic mean) forms. As ingredients for the price indices in this simulation, it is necessary to calculate quality-adjusted prices for each beer product item. These "calculated prices" $p_{cit}$ were calculated by using Additive Adjustment Factors (AAF\textsubscript{it}) that were subtracted from the observed price $p_{oit}$:

$$p_{cit} = p_{oit} - AAF_{it}$$  \hspace{1cm} (2)

The calculation of AAF\textsubscript{it} depends on the quality adjustment methodology. It always starts with $AAF_{i0} = 0$. Then, for the following periods, it is calculated as follows:

(a) if $(discount_{it-1} = false \ or \ discount_{it} = true)$: $AAF_{it} = AAF_{it-1}$  \hspace{1cm} (3)

else

(b) Index calculated with DPC: $AAF_{it} = 0$  \hspace{1cm} (4)


\textsuperscript{46} See Article 5(5): "In no case shall a quality change be estimated as the whole of the difference in price between the two product-offers, unless this can be justified as appropriate."
(c) Index calculated with LNP

\[ \text{AAF}_{it} = p_{oi} - p_{i-1} \]  

(5)

(d) Index calculated with BO

\[ \text{AAF}_{it} = p_{oi} - p_{i-1} * b_t \]  

(6)

\( b_t \) is the bridge factor, whose calculation depends on the index types (Jevons or Dutot). Let us define the set of beer product items not being "replaced" in \( t \) as \( \Psi_t = \{ \text{discount}_{it-1} = \text{false OR discount}_{it} = \text{true} \} \). Then, the bridge factor is defined as follows:

For the Dutot index:

\[ b_t = \sum_{\Psi_t} p_{i}^t \]  

\[ \sum_{\Psi_t} p_{i}^t \]  

(7)

For the Jevons index:

\[ b_{\text{Jevons},t} = \prod_{\Psi_t} \frac{p_{i}^t}{p_{i}^{t-1}} \]  

(8)

As the three quality adjustment methods are combined with two index types, six resulting series emerge. The results can be seen in Chart A and Table A.

**Chart A**

Test calculations for different quality adjustment methods

![Chart A](chart.png)

Source: ECB calculations.
Note: DPC: direct price comparison; LNP: link-to-show-no-price-change; BO: bridged overlap.

**Table A**

Test calculations for different quality adjustment methods

<table>
<thead>
<tr>
<th>Index type</th>
<th>Value at 2018-11-07</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dutot – DPC</td>
<td>100.2</td>
</tr>
<tr>
<td>Dutot – LNP</td>
<td>73.7</td>
</tr>
<tr>
<td>Dutot – BO</td>
<td>72.2</td>
</tr>
<tr>
<td>Jevons – DPC</td>
<td>100.9</td>
</tr>
<tr>
<td>Jevons – LNP</td>
<td>75.0</td>
</tr>
<tr>
<td>Jevons – BO</td>
<td>70.4</td>
</tr>
</tbody>
</table>

Source: ECB calculations.
Note: DPC: direct price comparison; LNP: link-to-show-no-price-change; BO: bridged overlap.
After 60 periods, which correspond to less than three months, we can observe a clear downward trend in both the LNP and the BO indices compared with the DPC index. This is irrespective of the index formula, but is even more pronounced for BO than for LNP, showing a “price decline” of almost 30% for the combination of Jevons and BO.

In conclusion, the exercise showed that disregarding price changes in replacement situations can lead to a downward drift in a price index. Therefore, LNP and BO as implicit methods for quality adjustment should be handled with care and only employed if the underlying assumptions are met. This may often not be the case: for example, price differences may not be a measure of quality difference, as assumed by LNP, if prices are set due to marketing strategies, such as the discounting of old models or skimming of market segments (von der Lippe, 2007, pp. 282-283). Specifically, BO and LNP are not suitable for goods with downward moving prices over the product life cycle and price jumps in replacement situations. The new Eurostat guidelines on the treatment of BO (Eurostat, 2021) will help NSIs to improve their quality adjustment practices in this respect.

Another assessment was performed by Conflitti et al. (2021), who used the PRISMA CPI microdata for Italy and Austria to investigate whether the different choices made by NSIs lead to results that lie within plausible boundaries, i.e. if “too strong” quality adjustment can be ruled out. These data are particularly interesting for this kind of analysis because Statistik Austria only applies explicit quality adjustment methods, while ISTAT only applies implicit quality adjustment methods. The authors compute price indices for a number of NEIG47 using the two opposite cases of direct comparison and link-to-show-no-price-change and using the flags provided in the micro datasets by the NSIs. They find that, in general, the latter lie within the bounds, indicating no evidence of “excessive” quality adjustment (Tables 2 and 3). However, they find that the choice of quality adjustment method may lead to economically meaningful differences in the inflation rates of those categories. This suggests that different methodological choices in different EU countries could lead to persistent trend deviations in the inflation rates of categories that experience high product churn.

A third study of quality bias and quality adjustment performed on PRISMA data, by Menz et al. (2022), focuses on the risk of persistent trend deviations due to national methodological choices. Menz et al. note that despite the requirement to harmonise methodologies in the euro area, many homogeneous and tradable goods, such as mobile phones and washing machines, exhibit divergent price trends over time. They analyse the non-harmonised treatment of quality changes in national HICPs as one candidate explanation. Box 3 describes their methodology and results.

47 Specifically, they use 12 for Austria (bedroom furniture, sofa set, dishwasher, electrical razor, toothbrush, washing machine, lawn mower, sink, laundry detergent, notebook/tablet, PC and men’s jeans) and ten for Italy (men’s pants, women’s pullovers, bedroom furniture, washing/dryer machine and dishwasher, appliances for heating and air conditioners, laundry detergent, TV, fridge/freezer, jewellery and clocks, and small electronic appliances (razor, toothbrush).
Table 2
Austria: average inflation for different quality adjustment assumptions (2011-17)

<table>
<thead>
<tr>
<th>Products</th>
<th>DPC</th>
<th>QA</th>
<th>LNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bedroom furniture</td>
<td>4.3</td>
<td>3.8</td>
<td>1.7</td>
</tr>
<tr>
<td>Sofa set</td>
<td>2.9</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Dishwasher</td>
<td>0.1</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Electrical razor</td>
<td>-1.0</td>
<td>0.1</td>
<td>-2.0</td>
</tr>
<tr>
<td>Toothbrush</td>
<td>0.6</td>
<td>0.3</td>
<td>-0.3</td>
</tr>
<tr>
<td>Washing machine</td>
<td>0.2</td>
<td>0.1</td>
<td>-0.6</td>
</tr>
<tr>
<td>Lawn mower</td>
<td>0.7</td>
<td>0.4</td>
<td>-0.2</td>
</tr>
<tr>
<td>Sink</td>
<td>3.2</td>
<td>1.0</td>
<td>0.8</td>
</tr>
<tr>
<td>Laundry detergent</td>
<td>-1.2</td>
<td>-5.3</td>
<td>-6.0</td>
</tr>
<tr>
<td>Notebook/tablet</td>
<td>-0.1</td>
<td>-3.1</td>
<td>-5.3</td>
</tr>
<tr>
<td>PC</td>
<td>1.3</td>
<td>0.6</td>
<td>-1.7</td>
</tr>
<tr>
<td>Men’s jeans</td>
<td>-0.6</td>
<td>-0.5</td>
<td>-1.4</td>
</tr>
</tbody>
</table>

Source: Conflitti et al. (2021).
Note: DPC – direct price comparison; QA – quality-adjusted price development according to the quality adjustment method used by Statistik Austria; LNP – link-to-show-no-price-change.

Table 3
Italy: average inflation for different quality adjustment assumptions (2011-18)

<table>
<thead>
<tr>
<th>Products</th>
<th>DPC</th>
<th>QA</th>
<th>LNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men’s pants</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Women’s pullovers</td>
<td>-0.2</td>
<td>-0.2</td>
<td>-0.1</td>
</tr>
<tr>
<td>Washing/dryer machine and dish washer</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Bedroom furniture</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Laundry detergent</td>
<td>0.4</td>
<td>-0.1</td>
<td>-0.1</td>
</tr>
<tr>
<td>Fridge/freezer</td>
<td>-0.9</td>
<td>-1.3</td>
<td>-1.3</td>
</tr>
<tr>
<td>Appliances for heating and air conditioners</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>TV</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Small electronic appliances (razor, toothbrush)</td>
<td>-0.1</td>
<td>-0.1</td>
<td>-0.1</td>
</tr>
<tr>
<td>Jewellery and clocks</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Source: Conflitti et al. (2021).
Note: DPC – direct price comparison; QA – quality-adjusted price development according to the quality adjustment method used by ISTAT; LNP – link-to-show-no-price-change.

As argued in Box 3, depending on the pervasiveness of the discrepancies in the practical implementation choices and on the weight of the categories affected, wedges in trend price index differentials could even affect the aggregate indices. This is discussed at length in WIM (2021) and, indeed, Eurostat has been active in exploring these problems and issuing new recommendations.
Box 3
The impact of quality adjustment on euro area inflation

Euro area inflation as measured by the Harmonised Index of Consumer Prices (HICP) may be affected by heterogeneous quality adjustment procedures applied by national statistical institutes. Various quality adjustment procedures are currently available for national statistical institutes in the euro area, but without any binding rules, indicating scope for further harmonisation (WIM, 2021). Notably, homogeneous and tradable goods, such as mobile phones and washing machines, exhibit pronounced inflation differentials. For example, the average price change of mobile phones in the HICP since 2016 ranges from +5% in Portugal to -17% in Ireland. Given the homogeneity and tradability of this item, such large change differentials are surprising. One possible explanation for diverging price trends – notably for industrial products with continuous technological improvements – could be the heterogeneity of quality adjustment practices across euro area Member States. We address this question in two ways.

A first approach builds on the official inflation series published by Eurostat and selects product categories whose prices we judge to be materially affected by quality change. The selection of quality-adjusted products is backed by a survey of Eurostat’s individual HICP Monitoring Reports and German consumer price index microdata, for which information on quality adjustment is available at the product level; the latter also confirms that most quality-adjusted products can be found in the categories of household appliances (e.g. washing machines and freezers), transport (new cars) and recreational electronic goods (TVs and game consoles). Therefore, we have selected categories in both a broad and a narrower sense, in order to make our results more robust. Next, for each of these product categories, we compute the minimum and maximum across the countries’ cumulative inflation series. We then replace the countries’ official inflation series for the selected products with the minimum and maximum series. By re-aggregation to the euro area level, we obtain a range for euro area headline and core inflation that we interpret as an estimate for the impact of heterogeneous quality adjustment methods. Of course, quality adjustment procedures applied by national statistical institutes are not the only source of persistent price change differentials: these are also driven by different market structures, preferences and living conditions. We try to control for these influences with the help of a simple panel regression explaining the inflation rates of quality-adjusted products with national gross domestic product (GDP) per capita.

---

48 This box is a summary of findings by Menz, Wieland and Mehrhoff (2022).
49 Note that the HICP is computed using prices that include indirect taxes on consumption such as VAT and excise duties, so changes in taxes over time may also contribute to deviations.
Chart A
The impact of quality adjustment on euro area inflation over time

Sources: Eurostat and own calculations.
Notes: The figure shows the annual inflation rate of euro area headline and core inflation as published by Eurostat (“official rate”), and aggregate from the disaggregate COICOP5 series (“own aggregation”). “Narrow” and “broad” denote the inflation rates using the lowest and highest inflation rates by country and product group assumed to be affected by quality changes.

A second approach aims to illustrate the impact of heterogeneous quality adjustment methods on euro area inflation by means of transaction price data from Growth from Knowledge (GfK) for washing machines in ten euro area countries, as used by Fischer (2012). For the periods 2000-05 and 2017-21, we compute different experimental price indices for each country in the same way. We then compute a euro area experimental price index, in order to compare it with the official benchmark series published by Eurostat.

We find that our estimate of the impact of heterogeneous quality adjustment methods not only blurs the price trends of some product groups, but also translates strongly into aggregate inflation. Controlling for the impact of income differentials between countries, our estimate can make up to ±0.2 percentage points for headline inflation and ranges between 0.1 and 0.3 percentage points for core inflation (Chart A). Generally, we find our macro-based estimate to be positive, implying that inflation would be somewhat lower if quality adjustment procedures were harmonised across euro area Member States. Moreover, based on the micro price evidence, we find that, compared with the corresponding official HICP benchmark, euro area inflation on washing machines would have been about 3.5 percentage points lower during the first few years of the euro area and about half a percentage point in recent years, if the same quality adjustment method had been used across countries.
Summary and conclusions

For the credibility of central banks, it is important that when aiming for a price stability objective they use an inflation index that is representative, reliable and timely. The ECB, in its strategy review, decided that the HICP remains the most appropriate index for this purpose, but that it would be more representative if it also included owner-occupied housing. It also pointed to remaining knowledge gaps regarding potential biases in the HICP, relating mostly to substitution and to quality adjustment.

Quantifying these biases is a very open field of research, both in theory and in practice. Most theoretical literature grounds the quantification of inflation bias in consumer theory: an important result in this literature is that given conditions on the preference structure different “superlative” indices can be constructed that are “exact” measures of the change in the cost of living, i.e., in this definition, of consumer price inflation. The same preference structures, based on stability, homogeneity and homotheticity, are also a staple of the workhorse models used for welfare comparisons, including the welfare costs of inflation, as well as for developing monetary policy rules. Computing COLIs is much harder in practice than computing COGIs such as the HICP, particularly in a timely manner. However, they have long been considered a useful benchmark for measuring biases, and the Federal Reserve, having a COLI at its disposal (the Personal Consumption Expenditure or PCE index) has decided to use this as its main benchmark.

This paper does not address the diatribe between supporters and critics of COLIs versus COGIs as a reference measure for inflation, but takes a different perspective: inflation measurement can be grounded in consumer theory, but can inflation be measured taking into account evidence on consumer behaviour? In other words, what is the evidence on preferences being stable, homogeneous and homothetic?

The review of the literature shows that preferences change and that taste shocks are important in measuring changes in the cost of living, and modifications of price indices based on constant elasticity of substitution have been developed. For example, Redding and Weinstein (2020) found that in US supermarket scanner data the bias was as large as 1.7 percentage points a year when compared with a Laspeyres index. Martin (2022), using a different concept, found that the bias was smaller but nevertheless a few percentage points, depending on the product category and warned of the difficulty of discerning the effects of taste shocks from those of heterogeneity. This short review shows how lively the literature on unstable and heterogeneous preferences is today; the impact of taste shocks is particularly interesting as a research area, as climate change has led to the introduction of new varieties of “green” goods and services (zero-kilometre food, sustainable tourism) and a shift from brown to green products. Box 1 shows the potential exposure of sub-categories of the HICP to climate transition policies.
The literature also documents the fact that consumer preferences are not homogeneous across different types of consumers: preferences over baskets of goods and services vary according to age, income and other characteristics. Evidence based on PRISMA data in this paper and the paper by Strasser et al (2023) on inflation heterogeneity also shows that the prices charged, the number of varieties bought as well as inflation vary, for example across income classes, pointing to the non-homotheticity of preferences.

The violation of the homogeneity and homotheticity of preferences is a challenge for inflation measurement: it is a problem in theory, because it undermines the value of superlative indices as benchmarks to quantify substitution bias, and it is a problem in practice, because constructing COLIs that reflect the evidence on consumer behaviour requires more complex theory, more complex computation and, especially, much larger amounts of data at a granular level, not only on prices but also on quantities and on the characteristics of purchasers. Scanner data, in particular household scanner data, are fit for this purpose but do not cover the full consumption basket.

Measuring inflation when preferences are heterogeneous and/or homothetic is not only important for computing better gauges of substitution bias: it also gives central bankers an overview of the various experiences of inflation. This is particularly important when very large relative price changes affect items that appear in very different proportions in the consumption baskets of low and high-income (energy and food) and young and old consumers (education and health care). The public discourse on inflation at this time of energy price surges clearly has an impact on the credibility of central bankers with civil society. Communication may be greatly enhanced by sharing information on different experiences of inflation, i.e., what can be measured using the consumption baskets of different groups, as carried out by Charalampakis et al. (2022).50

The paper also covers another open area of research on inflation measurement, which is more technical but no less far-reaching: what is the impact of quality adjustment on measured inflation? In particular, as already suggested by the work stream on inflation measurement, what could happen if quality adjustment methods are not applied in the same way across categories and countries in the euro area? Box 2 shows, using PRISMA web-scraped data, that using one or the other implicit quality adjustment method may produce widely varying inflation trends when product churn is fast. Product churn has accelerated, particularly in semi-durable categories, such as consumer electronics and clothing. This has had an impact, not only on optimal inflation as documented by Santoro and Weber (2023) in their paper on micro price heterogeneity and optimal inflation, but also on inflation measurement. In the euro area specifically, using different methods to adjust for quality changes may be a hidden source of divergent inflation trends in sub-categories. If pervasive it could show up in overall inflation divergence, as

---

50 To perform their study, Charalampakis et al. (2022) used data from Eurostat’s Household Budget Survey and ISTAT on consumption baskets by broad COICOP categories. However, these are available with a considerable delay, and the analysis of heterogeneity of experienced inflation would benefit greatly from more timely availability of data. Claeyts et al (2022) and Cardoso et al (2022) performed similar studies.
shown in Box 3. Practitioners might be tempted to extend the use of explicit hedonic adjustment methods to solve this problem, also on account of the easier availability of product characteristics offered by scanner and web-scraped information and new data processing technologies. However, hedonic methods are grounded in the same consumer theory as COLIs and are subject to the same problem of preference stability and heterogeneity, and as such are often perceived by the public as untransparent and unrepresentative.

**PRISMA data have already shone some light on some of the aspects mentioned above, particularly regarding quality adjustment methods and inflation heterogeneity.** Projects on the measurement of inflation under less restrictive preference structures are ongoing, enabled by the scanner data, and may produce results relevant for policy, offering a range of inflation measures that can make the assessment of economic conditions and the transmission of shocks more robust, and enrich communication, particularly during times of substantial swings in relative prices.

**Uncovering evidence on the structure of preferences is not only important for measuring inflation, but also for exploring the most promising deviations from the modelling of consumer behaviour** in terms of representative agents and for modelling sources of real rigidities, such as idiosyncratic subsistence points, like Ravn et al. (2008). This is an ambitious research agenda; for its success it is of paramount importance to support initiatives designed to enhance the collection and availability of microdata.
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