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Abstract

This paper assesses how globalisation has shaped the economic environment in which the ECB operates and discusses whether this warrants adjustments to the monetary policy strategy. The paper first looks at how trade and financial integration have evolved since the last strategy review in 2003. It then examines the effects of these developments on global productivity growth, the natural interest rate (r*), inflation trends and monetary transmission. While trade globalisation initially boosted productivity growth, this effect may be waning as trade integration slows and market contestability promotes a winner-takes-all environment. The impact of globalisation on r* has been ambiguous: downward pressures, fuelled by global demand for safe assets and an increase in the propensity to save against a background of rising inequality, are counteracted by upward pressures, from the boost to global productivity associated with greater trade integration. Headline inflation rates have become more synchronised globally, largely because commodity prices are increasingly determined by global factors. Meanwhile, core inflation rates show a lower degree of commonality. Globalisation has made a rather modest contribution to the synchronised fall in trend inflation across countries and contributed only moderately to the reduction in the responsiveness of inflation to changes in activity. Regarding monetary transmission, globalisation has made the role of the exchange rate more complex by introducing new mechanisms through which it affects financial conditions, real activity and price dynamics. Against the background of this discussion, the paper then examines the implications for the ECB’s monetary policy strategy. In doing so, it asks two questions. How is the ECB’s economic and monetary analysis affected by globalisation? And how does globalisation influence the choice of the ECB’s monetary policy objective and instruments? The paper concludes that while globalisation has had profound effects on the world economy, it has not significantly impeded the ECB’s ability to achieve price stability autonomously. Nonetheless, over shorter horizons, globalisation has changed monetary policy transmission and affected trade-offs between price stability and other goals, such as stabilising real activity and prices on the one hand and enhancing financial stability on the other. Large financial spillovers strengthen the case for more systematic recourse to additional instruments such as forward guidance and asset purchases. Spillovers may also imply a need for more active macroprudential policy to counter any unduly large effects that global factors may have on domestic financial conditions.

**JEL Codes:** E58, F42, F44, F62, F65.

**Keywords:** Globalisation, monetary policy strategy, r*, inflation, productivity.
Executive summary

The process of growing integration and interdependence among the world’s economies, known as globalisation, has changed the global economy since the last strategy review in 2003. Globalisation has benefited the world by lifting millions of people in emerging and developing countries out of poverty, increasing the variety of goods available to consumers and fostering the exchange of people and ideas. Along the way, globalisation has changed the interrelationships between economies and between sectors within economies. With the fall in the share of world GDP generated by advanced countries, economic developments in the rest of the world have assumed a greater significance as seen by greater trade integration through global value chains (GVCs), a larger role for emerging market economies (EMEs) and multinational enterprises (MNEs).

This report documents how globalisation has changed the landscape in which monetary policy operates. There are several potential reasons why this is the case:

1. **Trade globalisation has had a positive impact on global productivity trends by boosting allocative efficiency and external competition.** However, the support to productivity growth may be waning, as trade integration slows, and the contestability of global markets shifts towards winner takes-all-dynamics. The impact of globalisation on the natural interest rate in advanced economies is ambiguous on both theoretical and empirical grounds. Theoretically, financial integration may have reduced the natural rate by increasing global demand for safe assets. But trade integration is likely to have supported productivity growth which would raise the natural interest rate. The report presents empirical analysis that suggests that, overall, these and other factors might have compensated each other.

2. **Globalisation has had a rather modest impact on inflation trends and dynamics.** Headline inflation rates have become increasingly synchronised globally, while core inflation rates show a lower degree of commonality. At the same time, inflation has fallen across many countries and the sensitivity of inflation to activity has declined. Despite the commonality of experience across countries, the evidence shown in this report suggests that the effects of globalisation on inflation have been small. Globalisation in the form of GVC participation by euro area firms and import competition from EMEs in euro area markets provided only a modest headwind to euro area inflation in recent years and contributed only moderately to the reduction in the responsiveness of inflation to changes in activity.

3. **Globalisation implies an increase in the spillovers that underpin a global financial cycle.** While it is often argued that globalisation has facilitated global risk-sharing and diversification, there is also evidence that domestic financial conditions are driven, at least in part, by a “global financial cycle”, characterised by large common movements in asset prices, gross capital flows and leverage.
Globalisation may also have facilitated the build-up of financial imbalances through credit and asset price booms, increasing the exposure of the international monetary and financial system to tail events and contagion when risks materialise.

4. **Globalisation may have led to more extreme and synchronised global uncertainty shocks**, amplifying their effect on growth and inflation particularly via financial linkages.

**This new landscape warrants an expansion of the ECB’s economic and monetary analysis in several dimensions.** Many of the insights discussed in this report have already been incorporated into the ECB’s economic and monetary analysis. Nonetheless, in some cases, further adjustments to measurement, modelling and projections could be beneficial. Macroeconomic modelling and projection exercises need to account better for the global dimension, including the ability to anticipate and evaluate the impact of tail events that have a foreign origin; they also need to better explain large co-movements and encompass the role of spillovers and spillbacks. In this context, the report presents evidence that spillbacks from monetary policy – i.e. the effects that transmit out to the rest of the world and then back to the originating country – are likely to be important. In addition, the report highlights that further research is warranted in order to understand better the exchange rate channel in a globalised environment, including the relevance of valuation effects on external balance sheets, the magnitude of import-price pass-through in view of GVCs and changing invoicing currency patterns, and the different transmission of unconventional and conventional policy to the exchange rate. Equally important is the assessment of how globalisation influences the interest rate environment, evaluating the relative strength of domestic versus international factors and what drives the strong co-movement of natural rates across countries.

**The report finally discusses the implications of globalisation for the ECB monetary policy strategy.** Overall, while globalisation has had profound effects on the world economy, the main conclusion is that it has not significantly impeded central banks, at least in large economies such as the euro area, from achieving price stability. Nonetheless, over shorter horizons, global factors have changed monetary policy transmission, affecting trade-offs between price-stability and other goals such as stabilising activity and financial stability. Yet central banks have shown that they can resort to additional instruments such as asset purchases, forward guidance, macroprudential measures and the provision of foreign currency liquidity lines, which can compensate for the reduction in conventional policy space and preserve control over domestic financial conditions. The increase in financial spillovers, the emergence of a global financial cycle and increased asset price correlations strengthen the need for sound domestic policies and credible monetary policy, and may warrant a more systematic recourse to additional instruments such as forward guidance and asset purchases in pursuit of the ECB’s inflation aim. Notably the international use of the euro has increased the benefits of emergency liquidity provision in view of potentially large spillover and spillback effects that can affect funding and macroeconomic conditions. Central bank liquidity lines hence provide a backstop to limit market dysfunctions in non-euro area jurisdictions, which
supports the smooth transmission of monetary policy in the euro area. Spillovers may also imply a need for more active macro-prudential policy to counter unduly large effects of global factors on domestic financial conditions.
1 Introduction

Globalisation describes the process of growing integration and interdependence among the world’s economies resulting from flows of cross-border trade, finance and information.¹ Its rapid rise since the Second World War had its original foundations in a system of rules, shared principles and institutions that have progressively allowed for greater trade across goods and financial markets, as well as facilitated the flow of people and ideas. Underpinning much of the global economic system and cross-country interactions, globalisation has unleashed market forces of innovation and disruption, with a long-lasting impact on the economic environment in which monetary authorities operate. This report analyses the implications of such changes in the global environment for the ECB’s monetary policy strategy and the set of instruments at its disposal.

The impact of globalisation has been multi-dimensional. Globalisation has benefited the world by lifting millions of people in emerging and developing countries out of poverty, increasing the variety of goods available to consumers and fostering the exchange of people and ideas. It has also changed the landscape in which monetary policy operates. Since the ECB’s last monetary policy strategy review in 2003, globalisation has often been cited as one of the most plausible explanations for key underlying structural economic trends, such as persistently low inflation and interest rates, along with weakening global productivity. There is also a wide consensus that globalisation has been an important factor affecting the properties of business cycle dynamics, the sensitivity of activity, inflation and financial conditions to external factors and the propagation of domestic and external shocks. To the extent that these phenomena are quantitatively important, globalisation plays a role in allowing a better understanding of the monetary policy transmission mechanism, the reaction function of the central bank and the monetary policy toolkit. The increased weight of the global economy in the euro area’s external environment requires a continuous enhancement in the way economic and monetary analyses are conducted so as to take better account of the role played by external factors.

This report assesses how globalisation has shaped the economic environment in which monetary policy operates and outlines the possible implications for the ECB’s monetary policy strategy. Section 2 sets the scene by assessing how global trade and financial integration have evolved since the last strategy review in 2003. Sections 3 to 5 then examine the implications of these globalisation developments for macro-financial dynamics and the monetary transmission mechanism. Section 3 assesses the role of globalisation in driving two key trends that form an important backdrop to the 2020 strategy review, namely the low global productivity environment and the decline in the natural interest rate. Section 4 turns to the role of global factors in inflation dynamics, analysing the way in which deeper

¹ Globalisation has many additional dimensions, but this report will focus on the features that are particularly relevant for the ECB’s monetary policy strategy, namely (i) the quantitative formulation of price stability, (ii) the monetary policy toolkit, (iii) economic and monetary analyses, and (iv) communication practices.
integration has shaped inflation trends and the responsiveness of cyclical inflation to shocks. Section 5 discusses how monetary transmission is influenced by the globalisation process. Section 6 then seeks to draw conclusions on (i) the effect globalisation has had on the economic landscape in which monetary policy operates, and (ii) the implications for the ECB’s strategy. In doing so, it focuses on two questions. How is the ECB’s economic and monetary analysis affected by globalisation? And might the forces of change introduced by globalisation influence decisions about the ECB’s monetary policy objective and instruments?
2 The evolution of globalisation since the last strategy review

Globalisation has evolved remarkably since the 2003 strategy review. This section explores key changes in trade (Section 2.1) and financial integration (Section 2.2). The main finding is that euro area countries are now more closely integrated among themselves and with the rest of the world, which has important implications for the conduct of monetary policy.

2.1 The evolution of trade globalisation since the 2003 strategy review

Since the 2003 strategy review there have been two distinct phases in the evolution of global trade: a phase of rapid expansion followed by one of slowing integration. The first phase, which lasted until the global financial crisis (GFC), saw the culmination of “hyper-globalisation” (Rodrik, 2011) characterised by an unprecedented and rapid increase in trade and financial integration which progressively changed the global economy from the 1980s onwards. By 2008, world imports and exports had reached more than 50% of global GDP, up from 30% in 1980 (Chart 1, left panel). Euro area countries, already historically more open to trade than the world average, also expanded trade rapidly: including flows among Member States, euro area trade had reached 80% of GDP by the end of 2008. Excluding intra-euro area flows, trade had still reached 40% of euro area output, compared with 14% in case of the United States.

The “hyper-globalisation” phase was not just a phenomenon of fast-rising integration but also one of profound structural change. One fundamental shift in the global economy since the 2003 strategy review has been the increasing share of emerging market economies (EMEs) in world GDP (Chart 2, right panel). Globalisation has proven to be an important catalyst for these economies to close the technology gap, improve institutional capacity and foster the accumulation of physical and human capital. The share of world GDP generated by the euro area has hence fallen over time, with the direct consequence that economic developments in the rest of the world have assumed greater significance (Lane, 2019).

---

2 For an overview of the main issues addressed in the 2003 strategy review, see European Central Bank (2003a, 2003b).
The global economy also became increasingly characterised by greater international fragmentation of production and the increased footprint of multinational enterprises (MNEs). Advances in information and transportation technologies, as well as fading trade barriers, enabled firms to unbundle production into tasks performed at different locations along the supply chain. Falling transport costs and technological advances enabled firms to move production to EMEs, taking advantage of labour cost differentials. As a result, EMEs played an important role in the expansion of global trade from the turn of the millennium onwards (Chart 2, left panel). A further feature of the hyper-globalisation phase was the growing dominance of MNEs, which in 2016 accounted for more than one-third of both global and euro area production (Chart 2, right panel) and two-thirds of global exports. This has significantly complicated statistical measurement of key macroeconomic indicators (see Box 2).
**Chart 2**

Increasing role of emerging market economies and multinational enterprises

<table>
<thead>
<tr>
<th>Contribution to world trade</th>
<th>MNEs in the global economy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(USD trillions)</strong></td>
<td><strong>(percentages)</strong></td>
</tr>
<tr>
<td>Other advanced economies</td>
<td>Domestic non-MNEs</td>
</tr>
<tr>
<td>Emerging market economies</td>
<td>Domestic MNEs</td>
</tr>
<tr>
<td>World exports</td>
<td>Foreign-owned</td>
</tr>
<tr>
<td>Euro area total (1980-98)</td>
<td>Foreign-owned (parent in other euro area country)</td>
</tr>
</tbody>
</table>

Sources: OECD, IMF and ECB calculations.
Notes: For the euro area aggregate (extra-euro area trade), data before 1999 have been backdated using the changes in trade of countries for which data are available. The latest observations are for 2019 (left panel) and 2016 (right panel).

**The second phase of integration, in place since the GFC, has seen a moderation in the pace of trade integration.** Average annual nominal world trade growth has fallen from 6% prior to the GFC to about 3% since then. This partly reflects lower global economic growth. However, the income elasticity of global trade – typically measured as the ratio of world trade growth to global activity growth – has declined as well. The slowdown can be attributed to the compositional effects related to (i) a shift in the growth of trade and economic activity towards EMEs, which typically have lower trade intensity than advanced economies (AEs); (ii) a moderation in the expansion of global value chains (GVCs) that partly pre-dates the GFC; and (iii) diminishing support from trade finance (ECB, 2016b).

**Looking ahead, trade integration is at a crucial inflection point.** Trade is threatened by rising protectionism and the growing inward orientation of some EMEs. However, increasing digitalisation and services trade are also providing new impetus, shifting and reshaping the path that globalisation will take in the coming years. Moreover, while global integration may be waning, regional trade integration appears to have been deepening both for economic and geopolitical reasons (see Box 1 for a euro area perspective).

**On the one hand, protectionist tendencies have been on the rise, and there are signs that the pace of GVC expansion has slowed.** According to the Global Trade Alert database, which records a broad spectrum of trade policy measures, the number of newly implemented restrictive measures increased in recent years (Chart 3, left panel). The trade war between the United States and China and the decision by the United Kingdom to exit from the EU have also increased trade frictions. New protectionist hurdles, such as local content requirements, likewise appear to have reduced the attractiveness of GVCs (World Bank, 2020). Indeed, there are signs that...
the pace of GVC expansion is decelerating as firms reassess the rising labour costs in key EMEs and the risks associated with complex cross-border supply chains (World Bank, 2020).³

**Chart 3**
Global trade policies and trade by sector

---

**Sources:** Global Trade Alert, World Bank and ECB calculations.
**Note:** The latest observation is for 2019.

On the other hand, growing digital integration and rising services trade are providing new impetus, while there is a greater drive towards stronger forms of regional integration. First, new digital technologies and automation are unlocking new labour-saving technologies, prompting firms to reshore production closer to final customers, while driving down the cost of cross-border communication and transactions, thus reducing the minimum scale needed for firms to go global. Second, digitalisation allows the unbundling of services across countries, which is a vibrant area of global trade growth (Chart 3, right panel).⁴ Services are also increasingly traded indirectly in the form of intermediate consumption of traded goods within GVCs (Fontagné and Harrison, 2017) and now represent one-half of world trade in value added terms.⁵ Third, while global trade integration may have slowed, there is a growing appetite for regional forms of GVC integration, as recently confirmed for euro area firms (see Box 1).

The potential long-term effects of the COVID-19 pandemic add to the uncertainty about the outlook. The immediate impact has been a collapse in international trade flows. On the one hand, a long-term consequence could be reduced global connectivity in terms of travel, trade and financial flows, as the

---

³ For a discussion of the extent to which the rise in protectionism and the shift towards regional integration represent deep-rooted socio-economic phenomena pre-dating recent trends, see van der Heijden et al. (2021) and European Central Bank (2016, 2019b).

⁴ The World Development Report 2020 presents industry-level evidence suggesting that automation in industrial countries appears to have boosted imports from developing countries (World Bank, 2020).

⁵ Estimates based on World Trade Organization and World Bank data for 2015. See Heuser and Mattoo (2017) for a conceptual discussion of data measurement issues related to services.
demand for these services might fall permanently. In addition, global firms may reassess the cost of production disruptions, which could entail some reshoring. On the other hand, the pandemic may foster the adoption of e-commerce, videoconferencing, robots and digital connectivity, which may revive trade flows and structurally change their composition. Demand for greater international cooperation could also emerge on the back of efforts to enhance prevention and containment of new diseases at the global level.

Box 1
Trade globalisation in the euro area and its implications for shock transmission

Despite the moderation in the pace of global trade integration since the GFC, trade has assumed an even more prominent role for the euro area (Chart A, left panel). Trade linkages within Europe have increased through the reorganisation of production into dense European networks. At the same time, trade relationships with EMEs have been enhanced. The ability to build a production system rooted in both regional and global integration dimensions has given the euro area an extra advantage relative to other AEs, enhancing country specialisation and input sourcing possibilities. This has helped to preserve competitiveness and has propped up euro area export market shares compared with those of other AEs.

Since the 2003 strategy review, euro area firms have become deeply enmeshed in GVC activity, albeit playing different roles within European and non-European networks. More than half of euro area exports consist of production that is processed across several borders, a share far greater than that of China or the United States. However, euro area firms’ engagement in GVCs takes different forms depending on whether it is outside or within the EU. Trade with extra-EU value chains occurs mostly at early or late production stages – i.e. euro area firms either supply raw materials (or components) to be assembled abroad or assemble the inputs for finished products themselves. By contrast, within regional intra-EU networks, euro area firms are typically located in central nodes, thereby holding those positions that, in a value chain, empower the propagation of shocks. This dichotomy in the way euro area firms participate in GVCs has become even more pronounced since the GFC. Between 2008 and 2018, the role of euro area firms in central production stages (measured by the share of intermediates exported for further processing through at least two other regional locations) has fallen with respect to Asia and remained broadly constant with respect to the Americas (see blue bars in Chart A, right panel). By contrast, GVC integration in central production stages increased markedly within the euro area and EU.
The increasingly dense network of euro area trade linkages has substantially changed the transmission of economic shocks. Positive and negative shocks, originating within or outside the euro area, are propagated across national euro area borders through supply chain linkages. Spillover effects are also amplified as the perturbations move up and downstream along the regional production chain, affecting first-tier trade partners but also those located further away in the value chain. An example of the implications of this structural change has been seen during the COVID-19 pandemic. A recent study of the effects of perturbations generated by pandemic containment measures in the five largest euro area economies estimates the amplification effects of the original shock to the rest of the euro area to be in a range between 15% and 28% (Di Nino and Veltri, 2020). The same study concludes that the containment measures introduced in non-EU countries are amplified by approximately 30% via the regional supply network. Key determinants of the amplification mechanism are the degree of interconnectedness and the positioning within the euro area supply network, with shocks hitting central nodes or high-participation countries having the strongest effects on the rest of the network.

2.2 Trends in financial globalisation

The evolution of cross-border financial and banking flows has also been characterised by a phase of expansion ahead of the GFC and retrenchment thereafter. Following an unprecedented rise before the GFC, global financial flows experienced a sharp drop in 2008-09 and have remained more contained ever since (Chart 4, left panel). The largest reductions were observed in more volatile
components – portfolio investment in debt securities and other investment (largely composed of bank loans). In contrast, equity flows (foreign direct investment (FDI) and portfolio investment) were more stable during that period and since then have generally accounted for a higher proportion of overall flows (McQuade and Schmitz, 2017; Bussière et al., 2016). Only in the last two years have in our sample debt portfolio flows picked up, overtaking equity flows.

Chart 4
Global financial flows and official reserve accumulation

The rapid accumulation of reserve assets by EMEs has also moderated. The increase in the stock of official reserves – driven in part by large, sustained trade surpluses in some EMEs – continued until 2013 but has since fallen. However, reserve flows into euro-denominated assets have continued to increase (Chart 4, right panel). These flows are judged to have exerted a significant downward pressure on euro area interest rates (See Section 3; also, Carvalho and Fidora, 2015).

While the pace of global financial integration has slowed, within the euro area financial integration has continued to strengthen, also explaining why net foreign currency exposures have remained low compared with other AEs. Financial openness levels across euro area countries increased dramatically from

---

6 According to the data in Lane and Milesi-Ferretti (2018), global FDI positions increased from roughly 25% in 1995 to over 51% in 2015. The resilience of FDI is partly explained by the enhanced role of MNEs in the world economy. However, FDI figures should be interpreted cautiously, since an increased proportion of these flows involve financial centres, which often merely reflects complex intra-company financial operations (Lane and Milesi-Ferretti, 2018) and may distort upwards the measurement of financial globalisation (see Box 2).
the inception of the euro until the GFC, vastly outpacing those of other AEs (Chart 5, left panel). This increase in external assets and liabilities of euro area countries has, to a large extent, reflected the growing financial integration among euro area economies, which has led to an increase in the proportion of euro-denominated cross-border exposures (Lane, 2006). Accordingly, euro area countries have substantially lower net foreign currency exposures on average than other AEs (Chart 5, right panel). On both the foreign asset and the foreign liability side, by far the most foreign currency positions remain denominated in US dollars.\(^7\)

Chart 5

Financial openness and foreign currency exposure

Despite the moderation in cross-border financial flows, global risky asset prices continue to show a high degree of co-movement, with the US dollar playing a dominant role in determining global financial conditions. Global financial flows correlate strongly with an aggregate measure of stock market co-movement (Chart 6, left panel). Across AEs, bilateral correlations of credit aggregates and asset price measures have been high (Chart 6, right panel), rising particularly during periods of financial turmoil – which is consistent with the idea of a global financial cycle (Rey, 2016). The literature suggests the global financial cycle is driven in part by US monetary policy (Miranda-Agrippino and Rey, 2020) and partially transmitted via fluctuations in the US dollar exchange rate. Bruno and Shin (2015) also show that an appreciation of the US dollar is associated with tighter US

\(^7\) Data on the extent to which these cross-border positions are hedged are not available.
dollar-denominated cross-border bank credit as banks adjust their leverage in response to exchange rate movements.

Chart 6
The global financial cycle

Sources: Habib and Venditti (2019), IMF International Financial Statistics, OECD Main Economic Indicators, Haver Analytics, Refinitiv and ECB staff calculations.
Notes: Capital flows are a four-quarter moving average of total “gross capital inflows” aggregated over 50 economies and reported as a percentage of total GDP (left-hand scale). The global stock market factor is constructed from a dynamic factor model for stock returns in 63 countries (right-hand scale, inverted). Averages (unweighted) of bilateral correlations are based on annual data for 53 countries; bond yields refer to long-term yields; house prices are expressed in real terms, while credit measures are nominal. “Pre-crisis” refers to the period 1990-2004, “crisis” to 2005-09 and “post-crisis” to 2010-Q4 2020. The latest observation is for Q4 2020.

While cross-border banking flows have diminished since the GFC, US dollar funding remains central to the global banking system, and euro area banks have not been immune to US dollar funding stress triggered by the pandemic. Prior to the GFC, European global banks were particularly active in US wholesale funding markets via their US-based affiliates, providing relatively cheap funding to regional and domestic banks (Bruno and Shin, 2015) and increasing local credit market growth (Everett, 2015). As a result, global banks were instrumental in the transmission of US monetary policy and US financing conditions internationally (Cetorelli and Goldberg, 2012). The combination of the GFC shock and tighter prudential regulation encouraged banks to deleverage, with European banks reducing their cross-border claims particularly sharply (Chart 7). However, while banks have increasingly raised US dollar liabilities locally (Aldasoro and Ehlers, 2018), most of euro area banks’ US dollar funding remains in the form of cross-border exposures (Chart 8). Indeed, euro area banks have not been immune to US dollar funding stress triggered by the pandemic, which necessitated the reactivation of US dollar central bank swap lines.

8 The initial strong deleveraging process by European banks was further exacerbated by the decline in intra-euro area claims during the European sovereign debt crisis (Emter et al., 2019; McCauley et al., 2019).
Chart 7
Retrenchment by European banks

Cumulative contribution to growth of cross-border bank claims
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Cross-border bank claims of euro area banks
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Source: BIS Locational Banking Statistics.
Notes: Left panel: Cumulative contributions since the second quarter of 2008 based on outstanding amounts of total cross-border claims (corrected for FX and break-adjusted changes), disaggregated by region. Non-EA = non-euro area. OFCs = offshore financial centres. Right panel: Outstanding amounts of total cross-border claims by European reporting banks (euro area: BE, DE, IE, GR, ES, FR, IT, CY, LU, NL, AT, PT, FI; non-euro area: CH, DK, NO, SE, UK), disaggregated by counterparty sector. “Banks, other” is calculated as the difference between “Banks” and “Banks, related offices”. The latest observation is for 2019.

Chart 8
US dollar funding reliance

US dollar funding share of euro area banking systems
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Euro area banks’ cross-border US dollar positions
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Source: BIS Locational Banking Statistics.
Notes: Numbers based on outstanding amounts of total cross-border and domestic liabilities. The left panel shows figures for the fourth quarter of 2019. In the right panel, claims are defined as all BIS reporting countries’ liabilities vis-à-vis euro area banks, whereas liabilities are defined as all BIS reporting countries’ claims on euro area banks. The sample of countries is based on data availability. The latest observation is for 2019.
Alongside the retrenchment in cross-border banking since the GFC, there has been a rapid rise in market-based finance.\(^9\) In the euro area, non-bank funding, including cross-border funding, has expanded sizeably since the GFC, driven partly by the growth of the investment fund sector (Deutsche Bundesbank, 2014). Shin (2013) has termed the rise in market-based finance “the second phase of global liquidity”. The shift has been partly driven by the migration of some banking services to the non-bank sector due to post-GFC regulation. However, a fundamental role can also be ascribed to the search for yield by investors in a low interest rate environment and to central banks’ asset purchases, which have reduced market-based financing costs.\(^10\) Such shifts have changed financial investment dynamics. On the one hand, the broadening of the investor base can improve the liquidity of international capital markets; on the other hand, some actors, such as investment funds, can destabilise the system due to redemption pressures, momentum trading and herd behaviour. At the same time, the rise in market-based finance has been accompanied by a process of financial innovation and increased complexity. In addition, the interconnectedness between banks and market-based finance has grown rapidly, as shown by the 63% increase in cross-border bank claims on non-bank financial institutions over five years to reach USD 7.5 trillion in the first quarter of 2020 (Aldasoro et al., 2020). These linkages may generate and transmit global system risk via “flight home” effects (where banks withdraw funds from foreign markets) and wholesale runs in times of liquidity shortage and financial stress (European Systemic Risk Board, 2020).

By broadening access to international markets and widening the investor base, financial globalisation has also increased the “excess elasticity” of the international monetary and financial system, i.e. it has weakened its ability to withstand the formation of unsustainable credit and asset price booms (Borio and Disyatat, 2011). While the link between excessive domestic credit growth and episodes of banking crises is well understood, the recent academic literature has also shown how excessively strong credit growth may similarly foster banking crises abroad (Cesa-Bianchi et al., 2019), which can be partly mitigated by appropriate macroprudential policies (Beck et al., 2021).\(^11\) There is also a stronger recognition that the domestic financial cycle is to some extent driven by global forces over which national authorities have only limited control (European Systemic Risk Board, 2020). The build-up of large external imbalances, which is facilitated by easier access to international capital markets, may also increase the probability of financial crises in countries with weak economic fundamentals (Gourinchas and Obstfeld, 2012; Catão and Milesi-Ferretti, 2014).

When such tail risks materialise, they can have global ramifications, not only in neighbouring countries but also through banking and financial linkages,\(^9\) At the aggregate level, the rise in market-based finance is mirrored by the higher proportion of portfolio debt vis-à-vis other investment flows.\(^10\) McCauley et al. (2015) estimate that asset purchases by the Federal Reserve System compressed yields of US assets to such an extent that they spilled over to other markets, which was reflected in global investors’ increased demand for US dollar bond issuance by non-US borrowers.\(^11\) To the extent that trade globalisation has increased greenhouse gas emissions (Shahbaz et al., 2018), it may have contributed to the upward trend in the frequency and magnitude of extreme weather and climate events (IPCC, 2018).
which in turn reinforce the degree of international synchronisation of business cycles (see Box 3; also Kalemli-Ozcan et al., 2013; Cesa-Bianchi et al., 2019 and Fujita and Hamaguchi, 2020 in the context of the COVID-19 pandemic). The increasing interconnectedness of market-based finance and the presence of global banks may generate or transmit global system risk in times of liquidity shortages and financial stress.

Looking ahead, structural factors such as regulatory changes, the rise of market-based finance and rising trade barriers may exert long-term influence on financial integration, while the impact of the COVID-19 pandemic remains uncertain. Continued regulatory reforms, structural developments such as the rise of market-based finance or further financial integration efforts (such as the capital markets union) are likely to determine future financial flows. To the extent that trade relations are a determinant of bilateral portfolios, rising protectionist measures, together with potential reshoring of global firms, could lead to a concomitant reduction in investors’ cross-border portfolios. In addition to such structural factors, global capital flows remain subject to high levels of volatility in response to major shocks: the recent financial market tensions brought about by the COVID-19 shock triggered strong retrenchment flows at the global level, fuelled by home bias and a flight to safety. Specifically, in the case of the euro area, investors increased their exposure to domestic securities at the expense of non-euro area securities. However, this movement came to a halt in the second quarter of 2020 as financial markets stabilised and tensions abated (Carvalho and Schmitz, 2021).

2.3 Summary

Since the 2003 strategy review, global and euro area economic and financial integration has grown both quantitatively and qualitatively. We have seen more integration through GVCs, a growing role for EMEs in the global economy, a high degree of global co-movement in risky asset prices, an important role for the US dollar in determining global financial conditions, an overall increase in foreign currency exposures (with the notable exception of euro area countries) and a rapid rise in market-based finance that has further sustained global liquidity. These transformations have implications both for global macro-financial dynamics and for the monetary transmission mechanism.

However, this process has been characterised by two distinct phases. The first preceded the GFC and saw deepening trade and financial integration, greater international fragmentation of production and a rising role for EMEs and MNEs. The second, in place since the GFC, has been characterised by a slowdown in trade and financial flows, signs of waning integration through GVCs and protectionist tendencies. At the same time, notwithstanding the initial impact of the COVID-19 pandemic, there is limited evidence so far that the world economy has entered an era of outright deglobalisation, while new trends are emerging, spurred by digital innovation and a stronger drive towards greater regional integration. Moreover, the legacy of past globalisation for global economic and financial dynamics is enduring, as shown by the strong co-movement in asset prices.
Box 2

Globalisation-related measurement challenges in euro area macroeconomic statistics

Globalisation poses significant measurement challenges in the field of euro area macroeconomic statistics. Indeed, these measurement challenges have increased considerably over the past two decades. They are often related to the presence of MNEs, especially in international financial centres (Di Nino et al., 2020) and frequently involve special-purpose entities (SPEs). The challenges are exacerbated by the rising importance of intellectual property products, including patents and copyrights, that allow profits and headquarters to be moved easily across borders (Avdjiev et al., 2018). As macroeconomic statistics are compiled on a residency basis, such phenomena can have significant effects on the magnitude and volatility of key euro area macroeconomic indicators, including the current account balance and domestic demand (Deutsche Bundesbank, 2018; Lane, 2020b).

Interpreting data on cross-border investment has become especially difficult due to the operations of MNEs and complex chains of financial intermediation. FDI data are heavily affected by intra-company financial transactions, frequently involving SPEs across several countries, which can also be a source of asymmetries in the measurement of bilateral cross-border transactions (Pastoris and Schmitz, 2020). Such asymmetries arise as statisticians in two jurisdictions with a heavy presence of MNEs – e.g. the euro area and the United States – record complex transactions based on different data sources and compilation practices. In portfolio investment, it has become more challenging to identify the linkages between ultimate investors and issuers of financial instruments; research has shown the importance of “looking through” several dimensions of financial intermediation (such as offshore issuance and investment fund holdings) using large-scale security-level datasets (e.g. Bertaut et al., 2019). A further important element in measuring the transmission of financial shocks is related to foreign currency exposures in international balance sheets. Official data on these exposures are still sparse, and there is an even greater lack of data on the extent to which such positions are hedged via financial derivatives.

The measurement challenges posed by globalisation suggest that more granular and enhanced data on SPEs and MNEs are needed, not only for the euro area but globally. It is important to look beyond headline macroeconomic indicators, in particular for the economies most affected by MNEs’ operations and cross-border financial intermediation. To enhance the data available for economic analysis, it is of the utmost importance to provide comprehensive, harmonised statistics on SPEs, enabling MNEs’ activities to be recorded consistently across countries and facilitating the use of granular data so that look-through approaches can be used to measure cross-border exposures. Such efforts should be supported by close international cooperation between statistical compilers and an appropriate legal framework.

12 The lack of official statistics on the currency dimension of the international balance sheet has led to the assembly of research-based datasets, for instance by Bénétrix et al. (2020).

13 An example is Ireland, which publishes complementary economic indicators (such as the Modified Gross National Income, or GNI*, and Modified Current Account, or CA*) providing a more focused view of domestic economic developments.

14 The definition of and guidance on SPEs provided by the IMF Committee on Balance of Payments Statistics in 2020 will be helpful in ensuring the availability of internationally consistent cross-border statistics with a separate breakdown for SPEs.
**Box 3**

Globalisation and uncertainty

**Uncertainty has received considerable attention in global policy debates.** In the economic literature, it is typically defined in a broad sense to mean a relatively low level of confidence in the assessment of the outlook. The definition thus encompasses volatility, tail risks and Knightian uncertainty.\(^{15}\) This box, based on the findings in de Bandt et al. (2021) and Lastauskas and Nguyen (2021), explores the global dimension of uncertainty, focusing on whether globalisation exposes an economy to greater uncertainty and on whether globalisation affects the transmission of uncertainty shocks to the real economy.

**There is growing evidence that the increase in globalisation is associated with the more extreme and synchronised nature of uncertainty shocks.** The measures based on textual analysis proposed by Ahir et al. (2018) suggest that uncertainty has generally been increasing both in the euro area and at the world level since 2012. Uncertainty spikes also appear to be synchronised in AEs, suggesting that uncertainty has a global dimension. Indeed, there is evidence of increased correlation of uncertainty indicators across countries, with uncertainty spikes increasing significantly after 2010, particularly around events such as the euro area sovereign debt crisis, the Brexit referendum, the trade tensions between the United States and China, and the COVID-19 pandemic (see the left panel in Chart A).\(^{16}\) This feature is also confirmed in Lastauskas and Nguyen (2021) based on a global vector autoregressive (VAR) model with stochastic volatility.

**Globalisation may have affected the transmission of uncertainty shocks.** On the one hand, international interconnectedness may smooth the adjustment to some shocks, for example when bank credit is redistributed internationally by way of trade credit from more to less financially resilient countries (Love et al., 2007). On the other hand, beyond a certain threshold, interconnectedness might imply greater systemic risk (Battiston et al., 2012). For example, complex GVCs accentuate the vulnerability of specialist supplier networks to shocks (Boehm et al., 2019; Barrot et al., 2019; Huneeus, 2018). Indeed, the right panel of Chart A suggests that output volatilities in major AEs have been strongly positively correlated when facing uncertainty spikes. This evidence points to feedback loops from synchronised uncertainty shocks, leading to macroeconomic tail risks and the fragility of global economy. Importantly, unlike standard shocks, uncertainty shocks are related to extreme event risk. Gourio (2012) demonstrates that shocks to aggregate tail risk induce business cycle fluctuations in the same way as the volatility uncertainty covered by Bloom et al. (2007). Furthermore, the realisation of global tail risks may also increase perceived uncertainty. As argued by Ludvigson et al. (2021), negative shocks to economic activity lead to increases in both macroeconomic and policy uncertainty.

---

\(^{15}\) In his 1921 book on this subject, Frank Knight stressed that uncertainty pertains to the lack of any quantifiable knowledge about some possible occurrence, as opposed to the presence of quantifiable risks, which applies to situations where we do not know the outcome of a given situation, but can accurately measure the odds.

\(^{16}\) See also the indicators presented in the ECB’s Economic Bulletin, Issue 1/2020, which are based on output volatility and forecast error variance and clearly point to a sharp increase in uncertainty during crisis periods in particular.
Chart A
Economic policy uncertainty and output volatility
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Sources: Baker et al. (2016) (economic policy uncertainty index) and own calculations. Output volatility is based on the GARCH model proposed by Lastauskas and Nguyen (2021).
Notes: All series are normalised with mean 100 and unit standard deviation. Euro area uncertainty is calculated as the GDP-weighted average of the available individual uncertainty indices in the euro area countries. The latest observation is for Q2 2020.

Globalisation also increases the macroeconomic impact of external uncertainty on the real economy. A rise in uncertainty leads consumers to increase precautionary savings and investors to adopt a wait-and-see approach (Bloom et al., 2007). Uncertainty also raises risk premia and the cost of funding (Gilchrist et al., 2014; Nguyen, 2015). Through these channels, uncertainty shocks have a negative impact on the real economy. Globalisation can facilitate the transmission of external uncertainty shocks and their propagation to the real economy. Kozlowski et al. (2020) show that, through a persistent revision of the perceived probability of an extreme, negative shock in the future, triggered by a large uncertainty shock such as the COVID-19 pandemic, the long-run costs for the US economy are many times higher than the estimates of the short-run losses in output. Crespo Cuaresma et al. (2020) show that international uncertainty shocks lead to large declines in output, prices and interest rates. Balcilar et al. (2017) confirm that external uncertainty, particularly regarding US economic policy, weakens the response of prices and output to monetary tightening in the euro area. Lastauskas and Nguyen (2021) document how external uncertainty, captured by an increase in US monetary policy uncertainty, dampens euro area growth and inflation. The authors also report that uncertainty has strong spillover and spillback effects, making international business cycles move more synchronously. Importantly, the type of linkage matters: financial linkages lead to a more negative GDP impact from the external uncertainty shock in the euro area than trade linkages. These macro level findings are consistent with micro evidence. In the case of France, using customs and fiscal data matched with product-level bilateral trade data to build an exogenous firm-level measure of uncertainty, Bricongne and Gigout (2020) find that external uncertainty shocks have a negative and persistent impact on the growth of exposed firms.
3 The impact of globalisation on productivity growth and the natural interest rate

The low interest rate environment forms an important backdrop to the 2020 strategy review. This section investigates the role of globalisation in driving two key trends: the slowdown in global productivity growth and the decline in the natural interest rate.

3.1 Globalisation and productivity growth in advanced economies

Understanding the drivers of productivity growth is crucial for monetary policy. Productivity is a key driver of long-run economic growth. As it shapes an economy’s potential supply capacity, it is critical for real interest rates given its implications for firms’ investment and households’ savings decisions (see Section 3.2). In addition, changes in productivity have repercussions for firms’ prices and mark-ups (as discussed further in Section 4). The productivity growth slowdown observed since the 2003 strategy review in many AEs, including the euro area, is well documented.17 While in some countries both labour productivity and total factor productivity (TFP) growth started to decelerate well before the GFC, in several cases productivity growth declined further in 2008/09 and subsequently never recovered to the pre-GFC rates (Chart 9, left panel). Besides the smaller post-crisis contribution of TFP to labour productivity growth, another common factor across AEs is the reduced contribution to growth stemming from capital deepening. One factor in this has been the weakening contribution of information and communication technology (ICT) and intangible capital to labour productivity growth, also reflected in subdued growth in investment in these assets during the GFC and some post-crisis years (Chart 9, right panel).18

---

17 For a detailed assessment of the slowdown in euro area productivity growth compared with other economies, see European Central Bank (2017).

18 These assets were key drivers of labour productivity growth before the GFC (via capital deepening) and, importantly, also exhibited significant positive spillover effects on TFP dynamics. Corrado et al. (2017) present evidence for positive spillover effects of intangible investment on TFP growth and also highlight complementarities between ICT and intangible capital. In addition, Corrado and Hulten (2010) find that intangible capital has overtaken tangible capital to become the largest systematic (i.e. non-TPF) source of growth in the United States.
According to the literature, no single factor can explain the productivity growth slowdown by itself, but the commonality of experience across AEs indicates that global factors play a role.\(^{19}\) This raises the question of whether certain features of globalisation may have been underpinning the decline in productivity growth in AEs.

**Trade integration tends to be positively related to productivity.** Box 4 discusses the various channels through which international trade can positively affect productivity and provides corresponding evidence for some euro area countries. The slowdown in trade globalisation observed since the GFC (see Section 2) may thus have implied less support for productivity developments from international trade during the post-crisis period.

**Box 4**

The impact of trade integration on productivity

Trade liberalisation can raise aggregate productivity by causing both within-firm adjustments and between-firm reallocation of market shares. The most prominent channels in this regard relate to export opportunities, sourcing of intermediate goods and import competition. First, enhanced export opportunities may lead to within-firm productivity gains (i) by raising incentives to engage in technology upgrading and innovation (Bustos, 2011); and (ii) through

\(^{19}\) See Goldin et al. (2020) for a recent survey of the literature on the global productivity growth slowdown.
“learning by exporting”, meaning that the firm’s efficiency may benefit from knowledge gained through its presence in foreign markets (De Loecker, 2013). Second, foreign sourcing of intermediate goods (e.g. in the context of GVCs) may provide firms with cheaper or higher-quality inputs, as well as inputs that have a better fit in the production function (Haleem et al., 2015), which can enhance production efficiency and quality of output. Third, the impact of import competition on firm productivity is necessarily ambiguous, since, on the one hand, enhanced competition reduces the returns from productivity-enhancing investment (such as research and development), while on the other hand it reduces the profits a firm can capture without innovation. Aghion et al. (2005) show that the former effect dominates in the case of a large technology gap between frontier and laggard firms, which discourages laggard firms from innovating, while the latter dominates in the case of closer competition, providing firms with incentives to innovate in order to gain market shares. In addition, pro-competitive effects from imports may enhance productivity by lowering certain inefficiencies, e.g. by cutting managerial slack. Bloom et al. (2016) provide evidence suggesting that import competition from China has strong positive effects on productivity and innovation for a sample of European firms, while the evidence for US firms is generally more mixed (Shu and Steinwerder, 2018).

The channels discussed above may also increase aggregate productivity by affecting allocative efficiency, as trade integration tends to relocate market shares towards exporters and importers, and typically towards the most productive firms, which can bear the sunk costs associated with these activities (Melitz, 2003). In addition, import competition may force the least efficient firms to exit the market, also raising aggregate productivity, although the effectiveness of this mechanism has recently been challenged (e.g. Hsieh et al., 2020; Berthou et al., 2020).

For illustrative purposes, Chart A provides some suggestive evidence on the role played by extra-euro area exports and imports in the productivity of manufacturing industries in euro area economies. We consider three distinct productivity variables in order to better understand the mechanisms at play: (i) an industry’s aggregate TFP computed as the weighted average of firm-level TFP; (ii) the decomposition of this variable into mean industry productivity, which provides an indication of within-firm productivity adjustments; and (iii) a measure of allocative efficiency based on between-firm differences. The estimation results suggest that extra-euro area exports and imports have a positive effect on total industry productivity. Interestingly, the results indicate that exports affect productivity mostly by raising allocative efficiency, while imports generate within-firm productivity adjustments. Quantitatively, the estimated effects of trade globalisation on productivity are non-negligible. A back-of-the-envelope calculation based on this partial equilibrium analysis

---

20 We obtain a measure of productivity at the firm level by estimating a gross output Cobb-Douglas production function following the approach of Gandhi et al. (2020). Due to missing firm-level price information, the firm-level TFP measures correspond to revenue productivity, which also includes aspects related to the quality of the firms’ output and is not a measure of pure technical efficiency.

21 Total industry TFP is calculated by weighting firm productivity based on firms’ revenue shares. The decomposition goes back to the work of Olley and Pakes (1996).

22 Note that we consider the effect of total imports on productivity due to difficulties in separating the effects of intermediate goods sourcing and import competition at the detailed four-digit industry level. Besides ordinary least squares (OLS), we employ an instrumental variables approach in the spirit of Autor et al. (2013) and Hummels et al. (2014) to account for endogeneity in the trade variables. In particular, we instrument trade flows of the five euro area countries available in iBACH (Belgium, Spain, France, Italy and Portugal) using information on trade flows for four other euro area economies (Cyprus, Germany, Greece and the Netherlands) and four non-euro area economies (Denmark, Sweden, the United Kingdom and the United States).
suggests that during the period under investigation, exogenous increases in exports and imports may account for around 8% of the TFP growth observed for the average industry in the sample.23

Chart A
Impact of export and import growth on TFP growth in euro area manufacturing industries

The effect on total industry TFP growth can be decomposed into a within-firm component and a between-firm (allocative efficiency) component. The coefficients and 95% confidence bands displayed correspond to responses to 10 percentage point higher export and import growth

Sources: iBACH (microdata from the Bank for the Accounts of Companies Harmonized (BACH) database), European Committee of Central Balance Sheet Data Offices (ECCBSO), BACI (disaggregated data on bilateral trade flows obtained from CEPII) and ECB calculations.

Notes: The chart presents coefficients estimates of instrumental variables regressions based on the following specification: \[\Delta \ln y_{kct} = \beta_1 \Delta \ln X_{kct} + \beta_2 \Delta \ln M_{kct} + \phi'_{kct-1} \beta_3 + \gamma_{ct} + \epsilon_{kct},\] where \(y_{kct}\) is TFP or its decomposition into the within-firm and allocative efficiency components of four-digit industry \(i\) in country \(c\) and year \(t\); \(X_{kct}\) and \(M_{kct}\) refer to exports and imports; \(\phi'_{kct}\) is a vector of one-year lagged control variables (number of employees, leverage and output growth), \(\gamma_{ct}\) are country-year fixed effects and \(\epsilon_{kct}\) is an error term. Standard errors are clustered at the country/industry level. The results imply that a 10 percentage point rise in annual export growth increases total industry productivity growth by around 0.53 percentage points, while a 10 percentage point rise in annual import growth would generate 0.34 percentage point higher total TFP growth. The estimation sample contains data from Belgium, France, Italy, Portugal and Spain for manufacturing firms with turnover of at least €750,000 and runs from 2008 to 2018 (with the sample starting in later years for some countries). The Sanderson-Windmeijer multivariate F-test of excluded instruments exceeds 40 for either instrument.

A caveat to keep in mind is that globalisation has also worsened productivity measurement problems because of firms’ global profit-shifting activities (see Box 2). Profit-shifting through transfer pricing and offshoring of intangible assets understates firms’ measured output outside tax havens. Recent evidence shows that such profit-shifting activities have increased over time and are sizeable, suggesting that, in 2015, close to 40% of MNEs’ profits were shifted to low-tax countries (Tørslev et al., 2020). Moreover, Bricongne et al. (2020) provide evidence of French firms recording productivity declines following the establishment of a presence in a tax-haven country. Overall, the literature therefore suggests that measurement problems caused by globalisation are quantitatively meaningful and may be severe. But there also seems to be a consensus that they fail to explain the bulk of the slowdown in productivity growth (Syverson, 2017).

The GFC might have contributed to the productivity growth slowdown through its dampening effect on investments in intangibles and technology adoption.

23 Note that total TFP, exports and imports for the average country/industry in the sample grew (cumulatively) by 3.3%, 40% and 27% during the sample period. 7% of the increase in exports can be attributed to exogenous foreign demand shocks and 13% to exogenous foreign supply shocks (see variance decomposition by Autor et al., 2013). Applying the estimated coefficients then leads to a contribution of trade to average TFP growth of 0.27 percentage points (or 8% in relative terms) during the sample period (0.27=40*0.07+27*0.13*0.034).
Financial globalisation played an important role not only in the international propagation of the GFC, but also in the excess credit growth that was at the centre of the initial phase of the crisis (Lane, 2013). The GFC was marked by a large drop in demand, a tightening in financial conditions and a spike in uncertainty. In such an environment, firms tend to hold back on investment – particularly for riskier assets such as intangibles that cannot be pledged as collateral. This in turn weighs on productivity dynamics. Indeed, recent studies investigating the productivity effects of the GFC conclude that it contributed to the growth slowdown mostly via reduced investment in intangibles and sluggish adoption of new technologies (e.g. Ahn et al., 2020; Anzoategui et al., 2019; Duval et al., 2020). Importantly, cyclical factors of this kind can have quite persistent effects on productivity growth, since it takes time for new technologies and innovations to be implemented in production.24

There are additional structural factors related to changing market dynamics and connected to globalisation that could have contributed to the productivity growth slowdown. Recent evidence supports the view that the interplay between globalisation and the increasing reluctance of firms to invest in relatively risky intangible assets and digital technologies favours “winner-takes-all” markets. Such assets and technologies, which often require high upfront investments, allow firms to increase their scale at very low marginal cost, enabling a few high-quality producers or first movers to capture most of the market. Globalisation tends to reinforce this mechanism by raising the returns on investment in these assets via increased market size (Acemoğlu and Linn, 2004), thereby fostering the emergence of “superstar” firms, which are usually considered to be large, globally active and intangible assets-intensive and have high levels of sales per employee. Indeed, this conjecture seems consistent with the fact that only a relatively small set of firms tend to be highly intangible assets-intensive and heavily engaged in exports (Chart 10, left panel). Moreover, it fits with an increasing dispersion in productivity between a few highly productive global frontier firms and a much larger number of laggard firms (Chart 10, right panel). Increasing dispersion in productivity driven by a fast-expanding global technological frontier is not necessarily an issue in itself. However, a productivity slowdown in firms at the frontier and/or laggards could be responsible for an aggregate productivity growth slowdown.25

---

24 Gopinath et al. (2017) further find that rising capital misallocation already weighed on productivity growth in Spain before the GFC, which may be related to an inefficient allocation of large capital inflows.

25 Andrews et al. (2019) find that industries with weaker productivity growth display greater divergence in efficiency between global frontier and laggard firms. This may be related to reduced technological diffusion from frontier to laggard firms due to the changing nature of technologies and the increasing importance of intangible assets employed by the leading firms, e.g. big and proprietary data (Akcigit and Ates, 2021). In addition, a large productivity gap may discourage laggard firms from productivity-enhancing investment and new firms from entering the market (e.g. Akcigit and Ates, 2019). Moreover, frontier firms may take strategic advantage of their leading position in order to become entrenched (Liu et al., 2019; Covarrubias et al., 2019). Note that it is still being debated whether the emergence of superstar firms has already slowed down productivity growth (e.g. Autor et al., 2020; Covarrubias et al., 2019).
Chart 10
Role of a few top firms in exports, intangible assets and productivity developments

<table>
<thead>
<tr>
<th>Skewness of intangible asset intensity and concentration of exports in French manufacturing</th>
<th>Divergence in labour productivity between the frontier and the rest</th>
</tr>
</thead>
<tbody>
<tr>
<td>(percentages)</td>
<td>(log-point differences relative to 2001)</td>
</tr>
<tr>
<td>Export concentration (left-hand scale)</td>
<td>Services: frontier (solid), laggards (dashed)</td>
</tr>
<tr>
<td>Intangible intensity (right-hand scale)</td>
<td>Manufacturing: frontier (solid), laggards (dashed)</td>
</tr>
</tbody>
</table>

Sources: iBACH, ECCBSO and ECB calculations.
Notes: The left panel is based on French manufacturing firms with annual turnover exceeding €750,000 and presents yearly averages of indicated time periods. Export concentration refers to the share of total exports accounted for by any given percentile in the distribution of total manufacturing export sales; p99 refers to the top percentile, p85 to the next four percentiles, i.e. 95-99, etc. p99 of intangible assets intensity shows the ratio of intangible to tangible assets for firms at the 99th percentile of the variable’s distributions. The right panel is obtained from Andrews et al. (2019), who employ ORBIS data for the non-farm, non-financial business sector in 24 OECD countries. The global frontier is measured by the average of the logarithm of labour productivity for the top 5% of companies with the highest productivity levels within each two-digit industry. Firms below the frontier capture the average log productivity of all the other firms. Unweighted averages across two-digit industries are shown for manufacturing and services, normalised to 0 in the starting year. The time period is 2001-13. Services refer to non-financial business sector services. The latest observations are for 2018 (left panel) and 2013 (right panel).

The discussion about how globalisation may have influenced cyclical and structural factors that underpin the productivity growth slowdown has implications for the assessment of future productivity developments and related policy challenges. Regarding cyclical factors, the experience with the GFC may indicate that the medium-term outlook for productivity growth is subject to downside risks arising from the potentially persistent effects of large global downturns. Moreover, there are some threats to the trade outlook, for instance due to the possible restructuring of GVCs after the pandemic and a further rise in trade barriers (see Section 1.1). In the light of the discussion in Box 4, a reversal of trade integration may have adverse consequences for future productivity developments. Regarding structural factors, a key challenge will be to keep markets contestable globally, to foster the diffusion of technologies and to provide incentives for both frontier and laggard firms to invest in new technologies and in research and development. Continued weakness in productivity growth would threaten both the sustainability of private and public debt and the room for manoeuvre in monetary and fiscal policy (see Section 6).
3.2 Globalisation and the natural rate

Real interest rates have declined across a wide set of AEs. It is widely recognised in the literature that the decline in the natural rate (Chart 11, left panel) – the real interest rate consistent with output at its potential and stable inflation – features a common component across countries (Holston et al., 2017; Neri and Gerali, 2019; Del Negro et al., 2017; Rachel and Smith, 2017; King and Low, 2014).

There are several hypotheses about the drivers of this common downward trend in the natural rate – with the role of globalisation in the process being debated. Some authors suggest the common decline in the natural rate is rooted in similar country-specific experiences that reflect demographic or technological developments and are not related to globalisation (Rachel and Smith, 2015). Others point to the role of global drivers, which has broadly coincided with the fall in the natural rate.

Chart 11
Natural rates across AEs and at the global level

Sources: Holston-Laubach-Williams, IMF World Economic Outlook and ECB calculations. Notes: World r* estimated as a GDP-weighted average using four AEs (United States, euro area, United Kingdom and Canada). The latest observations are for Q2 2020 (left panel) and Q4 2019 (right panel).

Most of the literature has linked globalisation and the natural rate by highlighting the role of financial integration. The line of reasoning is that as the world becomes more financially integrated, the pool of savings that demands safe assets as a store of value (and insurance) multiplies, while the supply of safe assets does not multiply commensurately. Over the past three decades, the strong growth of EMEs coupled with high savings demand has led to rising scarcity of safe assets, which has put downward pressure on equilibrium interest rates (Bernanke, 2005; Caballero et al., 2016; Caballero et al., 2017; Del Negro et al., 2017).26

26 Foreign bond purchases and the downward pressure on long-term interest rates are also relevant for the euro area, despite it running a current account surplus (Carvalho and Fidora, 2015).
Another strand of the literature has instead emphasised the role of trade globalisation (Comin and Johnson, 2020; Natal and Stoffels, 2019). A visual inspection of the data suggests that over the past three decades a rise in trade openness has been generally matched by a fall in the world natural rate (Chart 11, right panel). Yet from a theoretical perspective, the impact of greater trade openness is ambiguous. As discussed in Section 3.1, in the early phase of globalisation, increased trade integration may have accentuated competition among companies, reducing firms’ market power and bolstering productivity. This should have exerted upward pressure on the natural rate. As globalisation matured, however, the opposite mechanism could have played out, with a rise in market power putting more downward pressure on the natural rate (Autor et al., 2020; Gutiérrez and Philippon, 2019). The sequence of these opposing effects on productivity has been described by Natal and Stoffels (2019) as the main explanation for the hump-shaped pattern of long-term real rates (Chart 12), i.e. the rise in rates until the 1970s and the subsequent decline.

Chart 12
Hump-shaped pattern of the natural rate in advanced economies

There are also indirect ways in which globalisation can affect the natural rate of interest. Globalisation may have contributed to the rise of inequality “within” countries, which may have put downward pressure on the natural rate because a higher proportion of income and wealth accrued to richer households with a higher propensity to save (see Box 5). Globalisation may have also contributed to climate change by enabling pollution-intensive industries to relocate to countries with looser environmental regulatory standards (Bu et al., 2016). In turn, greater incidence of extreme weather events could increase demand for safe assets, which would weigh negatively on the natural rate of interest (NGFS, 2020; Benmir et al., 2020).
Box 5
Globalisation and inequality

Inequality has increased in many AEs in the past three decades. Although there has been a steady fall in inequality across countries over this period, inequality within countries has increased sizeably. A similar pattern has also emerged within the EU, with evidence that inequality has fallen among Member States, at least up until the GFC, but has increased within countries (Chart A, left panel), which is reflected in stagnating incomes among lower and middle-income individuals. Inequality has also increased in the euro area, although it remains well below that in the United States, at least after accounting for redistribution (Chart A, right panel). In Europe and most other countries, the 2020 pandemic-induced recession will very probably worsen inequality both across and within countries (Darvas, 2021). The strength of these effects will depend not least on how flexibly individual countries and regions adjust to external disruptions and the solutions they find for enhancing economic resilience.

Chart A
Inequality within and across countries

Globalisation is often seen as one of the key forces driving the rise in inequality in AEs. The rise of EMEs has enhanced the competitive pressures on low-skilled workers and their wages in AEs (Freeman, 2011). This is consistent with traditional trade theory, which predicts that trade integration with low-wage economies weakens the relative demand and wages for unskilled workers in high-wage economies (as in the original Stolper-Samuelson theorem). In recent decades, such forces have manifested themselves via the enhanced role of offshoring and the resulting trade in intermediate inputs, which has caused an increase in wage inequality through a rise in demand for skill-intensive intermediate inputs in AEs (Carluccio et al., 2019). While the impact on wages might well be positive for those jobs that cannot be offshoreed (Grossman and Rossi-Hansberg, 2008), greater inequality might still arise in AEs through higher long-term unemployment and trade-induced reallocations of displaced workers across sectors and into different occupations (Ebenstein et al.,

Sources: Darvas (2019) and World Bank.
Notes: The within-countries index is computed as a weighted average of country-level Gini coefficients using GDP PPP shares as weights. The across-country Gini index is taken from Darvas (2019): a world income distribution is calculated using country-level income distributions which are estimated based on two parameters assuming log-normal income distributions at the country level across the world. Gini Market is pre-tax, while Gini Net is post-tax. The latest observation is for 2017 (2016 for World Gini).
A problem with this narrative is that the impact of globalisation cannot easily be disentangled from the effects of technological progress (Ravallion, 2018). Moreover, there are countries which have faced similar trends in international competition and technological change but exhibited different trends in inequality. One explanation could be that policy choices play an important role as well: Bourguignon (2016) emphasises that in response to increased financial globalisation, tax policy has tended to favour capital relative to labour. Egger et al. (2019) show that since the mid-1990s, globalisation has induced shifts in labour taxation to the benefit of the top income share and to the detriment of the middle class. There is evidence that financial openness is also positively associated with rising macroeconomic and financial volatility, both of which tend to have adverse distributional consequences that may further accentuate inequality (Eichengreen et al., 2021). Another strand of the literature concentrates on the rise of global “superstar firms” as a consequence of increased financial globalisation (see Section 3.1) and the associated rise in executive remuneration as key drivers of inequality in AEs (see Atkinson, 2003; Autor et al., 2020; Bakija et al., 2012; Piketty and Saez, 2006). Additionally, to the extent that globalisation has contributed to rising inequality in the permanent component of labour income, it may have contributed to rising wealth inequality (Kaymak and Poschke, 2016; Straub, 2019). Finally, by fattening the tails of income and wealth distributions, globalisation has affected the transmission mechanisms of monetary policy, such as the interest rate channel and the wealth channel (see Section 5).27

Given the ambiguous theoretical predictions, whether globalisation pushes the natural rate up or down becomes mainly an empirical question. Most empirical studies have either ignored the global dimension altogether or focused only on how financial globalisation impacts the natural rate. For example, recent contributions have documented a negative relationship between the accumulation of reserves in EMEs and long-run interest rates (Gräb et al., 2019; Busetti and Caivano, 2019) and a positive relationship between the supply of safe assets and global rates (Caballero et al., 2016; Glick, 2020; Ferreira and Shousha, 2020). Less explored empirically is the nexus between changes in trade globalisation and long-run interest rates, with the limited literature finding ambiguous effects (Busetti and Caivano, 2019). New empirical evidence is warranted to establish the role of both trade and financial globalisation in shaping trends in natural rates. A way forward has recently been suggested by Kataryniuk (2021). As a first step, the author identifies the long-run relationship between real interest rates and a set of competing determinants as in Brand et al. (2018) and Fiorentini et al. (2018), while ignoring the role of globalisation.28 According to this exercise, the hump shape of real rates since the 1970s is mainly explained by demographic factors (measured by the evolution of the share of young cohorts) and by rising risk aversion (measured by the spread between long and short-term interest rates). Such a perspective suggests that the higher share of the old-age population and higher risk aversion have driven down the

---

27 This report does not discuss the political dimensions of globalisation. However, it should be noted that the rise in inequality may have played a role in the anti-globalisation backlash, which could challenge monetary authorities’ independence (Goodhart and Lastra, 2018; Agur, 2018).

28 The sample encompasses 17 countries (Australia, Belgium, Canada, Denmark, Finland, France, Germany, Italy, Japan, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, United Kingdom and United States) from 1970 to 2015. For details see Kataryniuk (2021).
natural rate by increasing the aggregate propensity to save of an economy. As a second step, this specification is augmented with measures of trade openness (exports and imports divided by GDP) and excess savings (to account for the demand for safe assets by EMEs).29

Table 1
Drivers of natural rates in 1970-2015

<table>
<thead>
<tr>
<th>Variable</th>
<th>Theoretical effect</th>
<th>Empirical effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young age share in the population</td>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td>Term spread</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>Excess saving in Asian EMEs</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>Trade openness</td>
<td>Ambiguous</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Sources: World Bank (young age share in the population), Jordá-Schularick-Taylor Macrohistory Database (trade openness and term spread) and External Wealth of Nations database (Lane and Milesi-Ferretti, 2018) (excess saving in Asian EMEs).
Note: We include only the significant variables in Fiorentini et al. (2018) and potential determinants related to globalisation.

The analysis confirms that the decline in the natural rate has been mainly due to demographic factors and risk aversion but underlines the role of international factors (Table 1).30 The findings in this study suggest that the positive effects of trade globalisation on productivity outweigh the potentially negative effects, and as a result trade globalisation has exerted positive upward pressure on natural rates. At the same time, this effect is partly offset, particularly in the more recent period, by the impact of higher excess savings in EMEs (Chart 13). Looking ahead, further empirical analyses are warranted to disentangle the contributions of the different global factors in accounting for the downward trend in the natural rates and to help explain their strong co-movement across countries.

29 As a measure of excess savings, we used the current account surplus of seven Asian EMEs, as in Busetti and Caivano (2019). Econometrically, we first tested for the panel co-integration relationship, and then employed estimated error-correction models, using dynamic fixed effects and pooled mean group estimators (Pesaran et al., 1999). The specification includes only the statistically significant variables reported by the ECB (European Central Bank, 2018).

30 See Kataryniuk (2021) for further details.
Chart 13
Contributions of the long-run drivers of natural rates in 17 AEs

Source: Kataryniuk (2021).
Notes: The model is based on the significant variables in Fiorentini et al. (2018) and potential determinants related to globalisation. The chart shows the (demeaned) natural rate estimated by the panel cointegration model and the contributions of the long-run drivers to the natural rate. Excess savings in EMEs is proxied by the current account surplus in EMEs, while risk aversion is proxied by the term spread. The role of demographic factors is proxied by the share of young population. The latest observation is for 2015.

Looking ahead, changing globalisation trends may continue to have a relevant impact on the evolution of the natural rate. A number of authors have highlighted how financial deglobalisation could ultimately have a positive impact on long-term rates, e.g. if it tempers EMEs' savings (Rogoff, 2003; Fisher, 2006). On the other hand, the consolidation of trade deglobalisation trends would dampen productivity and long-run growth, and hence put downward pressure on the natural rate.
How globalisation has affected inflation

4.1 Stylised facts on synchronisation of inflation rates and volatility

Over the past two decades, inflation rates have fallen significantly in advanced and emerging market economies. An increasing number of AEs have registered both headline and core inflation rates below 2% (Chart 14). In addition, the decrease in the level of inflation rates coincided with a significant fall in volatilities (Chart 15). In emerging markets, the effect of the low inflation environment has been most apparent in core inflation. At the same time, the global economy has become more interconnected, while domestic economic and financial cycles have become increasingly synchronised worldwide.31

Chart 14
The international low inflation environment

<table>
<thead>
<tr>
<th>Core CPI inflation in advanced economies (percentages)</th>
<th>Core CPI inflation in emerging market economies (percentages)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0</td>
<td>2-3</td>
</tr>
<tr>
<td>0-1</td>
<td>&gt;3</td>
</tr>
<tr>
<td>1-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sources: World Bank and Haver Analytics.
Note: The latest observation is for 2019.

Headline inflation rates and their volatility have become increasingly synchronised. Delle Monache et al. (2016), Correa et al. (2019), Carriero et al.

31 The low-inflation phenomenon is also closely intertwined with the ongoing process of integration and convergence in the euro area (López and Papell, 2012; Brož and Kočenda, 2018). In the past two decades, some alignment in cross-country price levels and inflation rates has taken place. The creation of the Single Market, the reduction in transaction costs and the disappearance of exchange rate risk would help explain this process. Convergence in prices would in turn limit the divergences among inflation rates derived from catch-up developments in price levels (Estrada et al., 2013). In fact, inflation rates in countries with traditionally more sustained price dynamics (such as Spain and Italy) have converged to levels more in line with those of low inflation countries (such as Germany and the Netherlands), even standing below these levels in some cases. Thus, the convergence of inflation rates has resulted not only in a reduction in the dispersion of rates, but also a reduction in the average level of inflation for the euro area.
(2018), Mumtaz and Surico (2009) and Forbes (2019a, 2019b), for instance, find that common factors explain a large part of inflation dynamics in the euro area and other AEs, in terms of both level and volatility (Charts 15 and 16).

**Chart 15**
Common and idiosyncratic factors in inflation and inflation volatility

**Chart 16**
Stochastic volatilities of core CPI inflation rates in selected countries and their principal component

Source: Carriero et al. (2018).
Notes: Multivariate-autoregressive-stochastic volatility (MAI-AR-SV) model estimates of the contribution of the common and idiosyncratic components of inflation and residuals volatility. Average for Australia, Austria, Belgium, Canada, Finland, France, Germany, Greece, Italy, Japan, Luxembourg, the Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, the United Kingdom and the United States over the period from Q3 1987 to Q2 2020. EA stands for euro area.

Source: Carriero et al. (2018).
Notes: Autoregressive-stochastic volatility (AR-SV) model estimates. The thick blue line represents a global measure of inflation volatility. Countries include Australia, Austria, Belgium, Canada, Finland, France, Germany, Greece, Italy, Japan, Luxembourg, the Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, the United Kingdom and the United States. The latest observation is for Q2 2020.
However, the commonality among core inflation rates and volatilities is substantially smaller. Carriero et al. (2018), for instance, estimate that the predominance of idiosyncratic factors in core inflation has increased over time, which suggests that central banks have maintained their monetary sovereignty despite an increasingly globalised economy (Carney, 2017). The compositional difference between headline and core inflation suggests that large swings in volatile inflation components tightly linked to commodity prices (i.e. oil and food prices) are a key driver of the increased interconnectedness of headline inflation rates (Choi et al., 2018; Álvarez et al., 2011; Peersman, 2018).

The moderation in inflation trends comes against the background of secular developments linked to demographics, new technologies and globalisation. Globalisation might have contributed to the low inflation trends through higher competition, higher labour supply and GVC participation. Yet a number of factors besides globalisation have also provided persistent headwinds for inflation, and disentangling the effects of all these different forces remains a challenging task. While it is difficult to paint a fully consistent picture, the analyses in this report confirm that globalisation has probably contributed to lowering inflation through various channels, but that its impact has been quantitatively limited. Section 4.2 links cross-sectional differences in the behaviour of trend inflation to measures of globalisation.

Globalisation can also alter the relationship between inflation and the business cycle by changing the competitive environment in which firms operate. The effect of globalisation on the slope of the Phillips curve in economic models is controversial. While some aspects of globalisation weaken the relationship between inflation and the business cycle, others work in the opposite direction. Section 4.3 discusses the various channels. It also presents some empirical evidence that higher openness and greater strategic complementarities could have contributed to flattening the Phillips curve in small open economies but that the effects are more muted in large economies such as the euro area. The role of GVC participation in gearing the responsiveness of domestic prices to economic activity is also explored (Box 7).

### 4.2 Globalisation and trend inflation

Globalisation affects prices in AEs through higher competition, higher labour supply, GVC participation and cheaper imports. First, imports have a direct effect on inflation. This is because a higher share of imports implies a larger impact from imported inflation on the Harmonised Index of Consumer Prices (HICP). Second, the gradual opening of trade and financial flows allows for greater foreign competition. Greater availability of cheap foreign goods induces domestic firms to lower their desired mark-ups in order to maintain a competitive price. As a result, less productive firms might exit the market, further lowering cost pressures (Guerrieri et

---

32 For instance, similar strategic frameworks of monetary policy across AEs might have contributed to the concurrent fall in inflation rates across AEs, while persistent global downward pressure on consumer prices increases the risk of de-anchoring inflation expectations.
al., 2010; Amiti et al., 2019). Third, the opening up of China and the integration of central, eastern and south-eastern European (CESEE) countries into the global economy after 1990 have raised labour supply, eroding the bargaining power of workers in AEs and further moderating production costs (see Box 6 for insights on the direct and indirect effects – through competition – of imports from low-wage countries on EA inflation). Fourth, stronger participation in GVCs can reduce cost pressures for multinationals and raise productivity, providing a further disinflationary impulse.

Such trends have potential implications for monetary policy. The fact that globalisation has proceeded slowly as a continuous trend, rather than as a one-off shock, suggests that inflation in AEs could have been dampened by globalisation. It can be argued that globalisation only affects prices between markets (e.g. tradables and non-tradables), rather than the average inflation rate, and therefore should not be considered when setting the monetary policy strategy. Yet, to the extent that it also affects market structure, for example by increasing competition within many markets, it triggers strategic complementarities. Through the effects of strategic complementarities on the slope of the Phillips curve, monetary policy transmission can be influenced. Owing to this channel, a higher degree of international interconnectedness can alter price setting and influence inflation.

Digitalisation-driven integration has also changed the pricing behaviour of large retailers globally. Technological advances have enabled a faster pace of globalisation. The advent of algorithmic pricing technologies, easily transferable across nations and firms, along with the transparency of the internet, has enlarged the geographical horizons of consumers and reinforced globalisation trends via lower search costs for consumers and improved efficiency and productivity for producers. The enhanced competitive behaviour of firms increases the geographical correlation of price changes and tends to dampen price increases (Cavallo, 2018). Firms update their prices much more frequently than in previous decades, although the extent to which dynamic pricing affects the flexibility of reference prices, which in turn affect the slope of the Phillips curve, remains unclear. It has been documented that in the United States, goods prices have become significantly more uniform across retailers, suggesting greater strategic complementarities (Belz et al., 2020). However, early evidence for some euro area countries suggests that pricing may be less uniform than in the United States.

The rise of “superstar firms”, many of which operate in the technology sector, has accompanied globalisation and resulted in higher product market concentration, with an impact on price setting. Highly productive “superstar firms” boasting superior quality, lower costs or greater innovation ability have rapidly increased their market share, allowing them to reap disproportionate rewards relative to previous eras (Autor et al., 2020). This trend is likely to have influenced the evolution of prices over time, but the direction of the impact remains ambiguous. On the one hand, such firms can leverage their higher productivity to lower prices and maximise their market share, and if this were to result in an increasing degree of

---

33 See also Chapter 5, “Digitalisation and inflation” of the Work stream on digitalisation (2021) for a detailed discussion of the impact of e-commerce, mark-ups and concentration on inflation.
competition, mark-ups and prices would be dampened further, flattening the inflation trend. On the other hand, if globalisation were to channel sales towards the most productive firms in each industry, product market concentration would rise and competition fall. Depending on the contestability of the market, monopolistic/oligopolistic market power would allow firms to increase mark-ups with a consequent impact on price setting.

While much of the literature focuses on the link between trade integration and goods trade prices, globalisation may also have affected services inflation, as services have also become more tradable. Assessing the effect of globalisation on services prices can shed some light on the future role of foreign and domestic factors for inflation dynamics. As the role of services in high-income economies increases, the question of whether this will strengthen the link between inflation and domestic economic developments also arises, given that changes in services prices are commonly attributed to domestic rather than foreign factors (Lane, 2020a). Breaking down inflation between goods and services can improve the understanding of overall inflation dynamics as argued by Linder et al. (2013). Their unique characteristics also imply a different exposure to globalisation factors (e.g. trade integration due to the higher tradability) and are exploited in the analysis to better pin down the influence of globalisation on inflation. While the trend inflation rate of goods in AEs has dropped from 3% in the early 1990s to around 0.5% in 2020, the fall in services inflation has been even stronger, from around 5% to around 1.5% between 1994 and 2000 (Chart 17).34 The sharp, simultaneous fall in trend inflation rates in the services sector across all AEs in the 1990s raises the question of whether globalisation might have played a role in dampening price growth in this sector.35 Among other reasons, this could have happened because the integration between services and manufacturing (and therefore tradable goods) has increased over time, or because services themselves have become more tradable, or because technological changes such as logistics or other processes have favoured both the integration of goods trade and the production of domestic services.

34 For an analysis of the gap in the euro area see Ferrara (2019).
35 The trends are estimated three-year moving averages of year-on-year inflation rates of core goods, services and overall inflation in six major economies.
Empirical analysis indicates that, over the last 25 years, globalisation has exerted downward pressure on inflation trends of AEs, mainly through goods inflation, but that the overall effect has been economically small. The estimates of inflation trends shown in Chart 17 are used as the dependent variable in panel regressions and regressed against measures of globalisation. The specification, which follows that in Forbes (2019a), is augmented by various indicators of globalisation trade integration (trade barriers), informational globalisation (digitalisation-driven integration) and GVC participation. For a more thorough analysis of a particular aspect of trade integration, namely imports from low-wage countries, see Box 6.

### Table 2
Panel estimates – summary of impact of globalisation indicators on inflation trends

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall</th>
<th>Goods</th>
<th>Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade integration</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Informational globalisation</td>
<td>Not significant</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>GVC participation</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

36 In order to investigate the influence of globalisation on non-cyclical inflation, we exploit the cross-country heterogeneity of inflation trends and estimate a dynamic panel Phillips curve-style equation using the generalised method of moments (GMM). It is worth noting that this is not a Phillips curve, as the dependent variable is the inflation trend (computed as a 12-quarter moving average) and not headline inflation. We follow a specification similar to that in Forbes (2019), in which trend inflation is determined by real exchange rate movements and is augmented by various indicators of de jure and de facto globalisation. The equation is estimated using a standard GMM approach to allow for the inclusion of a lagged dependent variable and a lag of the independent variables. We adopt an Arellano-Bond procedure, also using lags in the difference equation, and additionally include the consensus forecast of inflation expectations in the level equation for the instrumented variable. The equation is estimated over the period from the fourth quarter of 1996 to the first quarter of 2018 using quarterly data for six AEs (Australia, Canada, the euro area, Japan, the United Kingdom and the United States), while the panel is strongly balanced.
Table 2 shows that indicators of globalisation are significantly correlated with overall trend inflation, mainly through the goods component. Three elements of globalisation are linked to a lower trend in overall inflation and goods inflation in AEs: trade integration, informational globalisation and GVC participation. By contrast, the results suggest that different globalisation measures have had an offsetting impact on services trend inflation, thereby reducing the total effect. Taking all the findings together, the analysis indicates that the role of globalisation in the sharpest movements in inflation, which took place in the 1990s and then again after the GFC, is relatively limited. A quantification of the overall impact, subject to non-negligible uncertainty, finds that the effect of globalisation on inflation trends has been small.\(^{37}\) The findings are in line with Linder et al. (2013) and Forbes (2019b) and hold for the cross-section of AEs analysed as well as for the euro area. Forbes (2019b) finds that “global variables […] have limited ability to improve our understanding of the dynamics of the underlying, slow-moving trend in inflation, and they do not appear to have become more important over the last decade”. At the same time, the fact that the coefficients of tested domestic variables (e.g. output gap and labour cost) are robustly significant suggests that domestic factors continue to play an important role in driving price dynamics. Overall, the analysis suggests that the major plunge in inflation trends occurred in the early 1990s, when globalisation was still latent, digitalisation was low, and China had not yet joined the World Trade Organization (as it did not do so until 2001). This early fall was also synchronised across goods and services, which should not be expected to respond homogenously to cross-border integration. Therefore, while globalisation is likely to have pushed down trend inflation a little further, it seems unlikely to have been the main force behind these changes. Box 6 delves into the impact of import prices and reaches similar conclusions.

The analysis suggests that a partial reversal of globalisation poses limited risks to inflation trends. Increasing appetite for trade protectionism, higher costs due to tariff and non-tariff trade barriers, retrenchment from GVC participation, reshoring of production triggered by COVID-19, reduced international competition and increasing mark-ups of superstar firms could provide potential tailwinds for inflation. However, the results of this analysis suggest that, should these tailwinds materialise, their effect is likely to be quite limited.

Box 6
The contribution of imports from low-wage countries to euro area inflation

Globalisation may affect inflation through many different channels. Section 4.2 assesses the overall effect of globalisation on inflation trends and finds that the effect is negative and quantitatively small, albeit with some uncertainty. This box focuses on one of the most prominent channels through which globalisation may affect consumer price index (CPI) inflation, namely imports of consumption goods from low-wage countries (LWCs). The key message from this analysis is in line with the main text: we find that LWC imports have a quantitatively small, negative effect on euro area HICP inflation.

\(^{37}\) A so-called Yellen decomposition implies a total impact of around 0.01 percentage points on the trend of overall inflation since 2003.
Over the past two decades, the euro area has experienced a large increase in the proportion of imports from LWCs. The share of euro area imports in consumption expenditure of tradable goods increased by 6 percentage points during the period from 2000 to 2016, with LWCs accounting for the entire increase (Chart A, left panel).38

How much higher would euro area CPI inflation have been on average had the share of imports of consumption goods from LWCs remained at their 2000 level? Relying on annual micro data on imports at the product level, we consider two channels through which LWC import penetration may affect euro area inflation: imported inflation, which has a direct effect, and greater competition for domestic producers, which has an indirect effect.39 In addition, the box points out some of the challenges that such changes in the structure of consumption imply for inflation measurement.

We start by expressing euro area inflation as the weighted average of inflation in the prices of domestically produced goods (DOM), as well as in the prices of goods imported from high-wage countries (HWCs) and LWCs. As in the calculations for the HICP, expenditure weights (γ) sum to one and are lagged by one period,

\[
\pi_{EA}^t = \gamma_{t-1} \pi^t_{DOM} + \gamma_{t-1} \pi^t_{HWC} + \gamma_{t-1} \pi^t_{LWC}
\]  

(1)

Euro area inflation is affected directly by imported inflation and indirectly through greater competition for domestic producers. We measure the effect of the rise in the LWC share in inflation as the sum of the two effects:40

\[
LWC_{Contribution} = \Delta \gamma_{t-1} (\pi^t_{LWC} - \pi^t_{DOM}) + \gamma_{t-1} \Delta \pi^t_{DOM}
\]  

(2)

The rise in the share of expenditure on imports from LWCs was largely mirrored by a decline in the share of expenditure on domestically produced goods, while the share spent on goods from HWCs remained constant (Chart A). This change in expenditure patterns affects the inflation rate of the euro area directly: the more imported goods the consumption basket includes, the more the inflation rates of these goods will matter for the determination of inflation. Therefore, what affects the HICP is the inflation differential between goods imported from LWCs and domestic goods: if their inflation rates are similar, the evolution of the HICP remains unchanged, even when the share of each

38 Low-wage countries are defined as countries for which GDP per capita is less than 75% of French GDP per capita, in line with Carluccio et al. (2018), taking the average over the period 1994-2014. The composition of groups is fixed over time. Notice that consumption goods account for around 20% of total imports.

39 There are also more indirect ways through which increased imports can affect CPI inflation that are not discussed here, including (i) productivity gains from accessing cheaper intermediate inputs via offshoring, (ii) income effects that might raise the demand for services and their prices, and (iii) changes in wages. Furthermore, prices of imports are taken as given, although there is evidence that the rise of low-wage countries might have had an effect on commodity prices (see, for example, Roache, 2012).

40 In the derivation of this expression, we assume that the rise in the expenditure share of LWCs is mirrored by a decline in the domestic expenditure share (consistent with the data), that the initial expenditure share of LWCs is close to zero and that there are no pro-competitive effects on HWC producers.
goods is changing. We call this direct effect the “imported inflation” effect of imports from LWCs. It is measured as \( \Delta \gamma_{i-1}^{LWC}(\pi_{i}^{LWC} - \pi_{i}^{DOM}) \), where \( \Delta \gamma_{i-1}^{LWC} \) is the change in the expenditure share on goods produced in LWCs and \( (\pi_{i}^{LWC} - \pi_{i}^{DOM}) \) is the differential of inflation rates between LWC and domestic goods. In addition to the direct effect of imported inflation, a rise in LWC import penetration can have an indirect effect because it raises competitive pressures on domestic producers, potentially affecting their price-setting decisions and causing a reduction in the inflation rate of domestically produced goods.

The empirical investigation suggests that average yearly CPI inflation would have been 0.16 percentage points higher had the share of LWC stayed at the level recorded in 2000, mostly through competitive effects. The imported inflation effects are very limited. The right panel of Chart A shows that, although average prices from LWCs are substantially lower than euro area prices, differences in inflation rates are relatively stable over time, pointing to a small imported inflation effect. Indeed, since 2000, the imported inflation effect is close to zero on average. However, the competitive effects of imports from LWCs are more significant. Recent papers have used instrumental variable techniques to show that imports from LWCs have a causal effect on domestic inflation rates in euro area countries. These techniques allow the elasticity of domestic producer price index (PPI) inflation to LWC import penetration to be estimated. This is specifically a measure of the percentage change in PPI inflation that can be attributed to changes in imports from LWCs (Auer et al., 2013; Carluccio et al., 2018). Carluccio et al. (2018) estimate an elasticity of domestic PPI inflation to LWC import penetration for France of 1.21. Using this elasticity to estimate the competition effects as measured in the second term of equation (1), imports of goods from LWCs reduced euro area CPI inflation by 0.16 percentage points per year on average during the period under review.

Finally, it is worth pointing out that the implied effects may differ if we use alternative measures of inflation, especially cost-of-living inflation (COLI). This alternative measure of inflation is rooted in economic theory and represents the change in the minimum expenditure required to obtain the same consumer utility across two periods, whereas the HICP measures the change in the cost of purchasing the same consumption basket across any given two periods. Therefore, a COLI index captures consumer welfare changes, and its form depends on the underlying utility function. In the case of constant elasticity of substitution (CES) preferences, which

---

41 The HICP is a fixed-basket index constructed using price indices for each individual good, calculated as the ratio of the price observed at one period with respect to the level of the price at the previous period. It does not take into account new goods until they are brought into the index by waiting until the index is rebased, or by waiting for at least two successive periods of available prices and linking the new price comparison to the old index. Differences in price levels are one important determinant of the changes in expenditure levels documented in Chart A and have potentially strong impacts on welfare-based indices as discussed at the end of the box. See IWGPS (2020). Please refer to Carluccio et al. (2018) for details.

42 The impact is first computed at the sector level, and then aggregated using sectoral expenditure weights to obtain the macro effect. The import data are aggregated at the eight-digit level of the European Combined Nomenclature (CN, around 10,000 products) obtained from the Trade Data Monitor. The expenditure data come from EUROSTAT and are aggregated at the three-digit level of the Classification of Individual Consumption by Purpose (COICOP, 47 sectors). We use a table of concordance between the two classifications as detailed in Carluccio et al. (2018).

43 The average annual inflation differential between LWC imported goods and domestic goods is 0.18 percentage points. Note that this differential is based on unit values and accounts for quality differences only in a crude manner. Therefore, it might result in a distorted estimate of the true price differential.

44 We assume full pass-through from producer prices into consumer prices, which implies that the elasticity of domestic producers’ consumer prices to LWC import penetration also equals 1.21.

45 This estimate hinges on the assumption of a complete the pass-through from PPI to CPI prices, so it can be seen as an upper bound of the actual effect.
are the most common preferences in trade and open economy macro models, COLI inflation differs from CPI inflation because it accounts for substitution effects (through price changes or preference shifts) and gains from new product varieties (Redding and Weinstein, 2020). Substitution effects arise if, between two consecutive periods, either inflation rates differ across products or consumer tastes change. In both of these cases, consumers reallocate their expenditure across products. Such reallocations reduce the cost of living and are captured in the COLI, but not in the HICP. Additionally, the COLI differs from the HICP because it accounts for variety gains. Variety gains refer to the change in the cost of living that arises from a change in the set of products available for consumption. They contribute to a lower cost of living either if consumers can choose among more products or if the new products are more competitive (i.e. have a lower taste-adjusted price) than the products that exit the market. The increases in the share of LWC goods in euro area consumption coupled with the large differences in price levels (around 50% on average) point to important substitution effects. For example, Carluccio et al. (2018) estimate a reduction in COLI inflation due to imported goods from LWCs that is three times higher than for CPI inflation in France. Based on the US experience, variety gains are likely to be large. Bai and Stumpner (2019) estimate that variety gains from US openness to China accounted for a third of the total reduction in the COLI index. This analysis using an alternative measure of inflation suggests that the fall in inflation perceived by consumers in terms of their purchasing power of welfare “units” may have been larger than in terms of monetary expenditure.

**Chart A**

Expenditure shares and price ratios by origin

<table>
<thead>
<tr>
<th>Expenditure shares in consumption of tradable goods</th>
<th>Ratio of prices of imports to domestic goods</th>
</tr>
</thead>
<tbody>
<tr>
<td>(percentages)</td>
<td>(ratio)</td>
</tr>
<tr>
<td>Low-wage countries share (right-hand scale)</td>
<td>Low-wage countries</td>
</tr>
<tr>
<td>High-wage countries share (right-hand scale)</td>
<td>High-wage countries</td>
</tr>
<tr>
<td>Domestic share (left-hand scale)</td>
<td></td>
</tr>
</tbody>
</table>

Sources: Eurostat and authors’ calculation based on data from the Trade Data Monitor.
Note: The latest observation is for 2016.

4.3 The relationship between inflation and the business cycle under the impact of globalisation

The correlation between consumer price inflation and the business cycle has fallen in AEs since the 1990s at least (Kuttner and Robinson, 2010;
International Monetary Fund, 2013; Stock and Watson, 2019). While the bulk of this drop occurred before the mid-1990s, i.e. before globalisation really took off (see, for instance, Lombardi et al., 2020 and BIS, 2017), a mild further reduction also took place during the globalisation phase, suggesting a link between the two. The relationship between inflation and the business cycle lies at the heart of the transmission of monetary policy to inflation. In modern macroeconomic models, real and nominal rigidities limit the adjustment of consumer prices to marginal costs, giving monetary policy the ability to generate real economic effects. Essentially, there are two candidate explanations for the weakening of this relationship. The first is a change in the pricing behaviour of firms due (among other things) to increased globalisation (Del Negro et al., 2020). The second is a change in the conduct of monetary policy that has reduced the adjustment of current inflation to shocks by better anchoring inflation expectations (Barnichon and Mesters, 2021; Hazell et al., 2020). The issue has gained traction since the GFC. Compared with other global recessions, the GFC induced both a milder fall in inflation and a weaker rebound thereafter (Chart 18), leading some observers to argue that increased globalisation could be responsible for this diminished responsiveness of prices to domestic economic slack. Related literature has explored whether, in a more interconnected world, global rather than domestic slack has become a more important determinant of inflation (Borio and Filardo, 2007; Eickmeier and Moll, 2009; Martínez-García and Wynne, 2012; Mikolajun and Lodge, 2016; Forbes, 2019a, 2019b). While some global factors (chiefly commodity prices) seem to have become relatively more important for CPI inflation, most papers conclude that core inflation and wage growth are still mainly determined by domestic economic conditions.

Chart 18
Changes in core inflation following recessions

(y-axis: percentage points; x-axis: years after global recession)

Sources: World Bank, OECD Main Economic Indicators and ECB calculations.
Note: Global core inflation estimated as a GDP-weighted average of 14 major economies (Canada, China, France, Germany, India, Indonesia, Italy, Japan, Mexico, Russia, South Korea, Turkey, United Kingdom and United States).

Globalisation could affect firms’ price-setting decisions by changing the competitive environment in which firms operate and the composition of intermediate goods used in production. Sbordone (2007) argues that
globalisation amplifies strategic complementarities among competitors,\textsuperscript{46} i.e. the extent to which a firm takes into consideration the behaviour of other firms in its own decisions, either via desired average mark-ups or via the elasticity of desired mark-ups with respect to the prices of other firms. On the one hand, since globalisation increases the variety of goods available for consumption, firms that compete internationally face demand curves that are more elastic with respect to competitors’ prices.\textsuperscript{47} This reduces desired average mark-ups and flattens the Phillips curve. On the other hand, a larger variety of goods can reduce the sensitivity of the desired mark-up to other firms’ prices over the business cycle. This leads to a higher elasticity of prices to changes in marginal costs and steepens the Phillips curve. Therefore, in Sbordone’s model, the overall effect of globalisation on the slope of the Phillips curve is ambiguous and depends on the relative strength of these two channels. A different view, however, holds that globalisation also affects the market structure of competing firms, favouring large, more productive firms at the expense of smaller, less productive competitors in what is called a “concentration channel”. Large firms with more market power could, on the one hand, be less inclined to shave mark-ups when costs rise (Obstfeld, 2020 – steeper Phillips curve) or, on the other hand, could be acting strategically, making their price adjustments respond less to cyclical fluctuations in the real marginal cost (Guilloux-Nefussi, 2020 – flatter Phillips curve). Finally, in open economies, imports are used in production and not only in consumption. Monacelli (2007) shows that both a high share of imported inputs in production and a low pass-through of exchange rate movements to prices of imported goods are sources of real rigidity and contribute to flattening the Phillips curve.\textsuperscript{48}

The overall effect of globalisation on the cyclical responsiveness of inflation is theoretically ambiguous and is ultimately an empirical question. To shed some light on this issue, the framework of Guerrieri et al. (2010), a microfounded open economy dynamic stochastic general equilibrium (DSGE) model including strategic complementarities and international trade, is used to assess the sensitivity of the slope of the theoretical New Keynesian Phillips curve (NKPC) to parameters connected to globalisation. The analytical derivation of this model shows that, subject to some other estimated and calibrated parameters,\textsuperscript{49} the slope of the Phillips curve depends directly on openness (\(\omega\)) and demand elasticity to foreign

\textsuperscript{46} According to economic theory (Woodford, 2003), the greater the strategic complementarity, the flatter the Phillips curve. For this reason, strategic complementarity is also referred to as “real rigidity”.

\textsuperscript{47} Intuitively, a small increase in prices generates a larger loss in market share for a firm when international competition is fierce.

\textsuperscript{48} Besides real rigidity, globalisation could affect also “nominal rigidity”, such as the frequency of price changes. This effect is also ambiguous in principle: on the one hand globalisation could have led to greater price flexibility (Rogoff, 2003) and therefore to a steeper Phillips curve; on the other hand, if globalisation has lowered the steady state level of inflation, the cost of not changing prices in response of a shock is lower, leading to less frequent price adjustments and to a flatter Phillips curve.

\textsuperscript{49} These are the degree of strategic complementarity, capital shares, trade elasticities and import shares. The degree of strategic complementarity is estimated, while capital shares, trade elasticities and import shares are calibrated; see below for details.
competition ($\epsilon_A$). This latter parameter in particular, by interacting with the estimated strategic complementarities, will influence how foreign competition affects the slope of the Phillips curve (Sbordone, 2007). Both openness and the demand elasticity to foreign competition ($\epsilon_A$) increase with the degree of globalisation.

$$\pi_t = \beta E_t \pi_{t-1} + \kappa_G(\epsilon_A, \omega) \bar{m}_C + \gamma_G(\epsilon_A, \omega) \bar{p}_m + \epsilon_t$$

Taking this equation to the data can then shed some light on whether globalisation flattens or steepens the Phillips curve. Data are taken from four large economies (covering 45% of world GDP at market exchange rates), namely the United States, the United Kingdom, the euro area and Canada. Inflation ($\pi_t$) is measured by the growth rate of the GDP deflator, $\bar{m}_C$ is the present discounted value of real unit labour costs (deflated by the GDP deflator) and $\bar{p}_m$ is the present discounted value of the terms of trade. It is clear from the expression above that the slope of the Phillips curve ($\kappa_G$) and the elasticity of inflation with respect to import prices ($\gamma_G$) depend on the demand elasticity to foreign competition ($\epsilon_A$) and on the degree of openness to imported goods ($\omega$), two parameters that increase with the degree of globalisation. To evaluate the direction in which globalisation changes both the slope of the Phillips curve ($\kappa_G$) and the sensitivity of inflation to the terms of trade ($\gamma_G$), the demand elasticity to foreign competition and the import share are reduced by 1%, reflecting how a potential contraction in globalisation would affect the connection between the real economy and inflation.

50 This structural relationship, derived by Guerrieri et al. (2010), comes from a standard small open economy framework in which a final good producer combines a continuum of intermediate goods produced at home and another continuum produced abroad. The model features preferences that make the price elasticity of demand a function of the quantity produced (Kimball, 1995), together with infrequent price adjustment as proposed by Calvo (1983). The NKPC is derived using the present-value approach of Sbordone (2005).

51 For robustness, different measures of inflation were also considered, namely CPI and core inflation measures.

52 Present values are obtained through a VAR model following an approach close to that taken in the empirical finance literature. Defining $X_t$ as the vector containing the variables of interest, a reduced form VAR of the form $X_t = A X_{t-1} + u_t$ is estimated, where $u_t$ is a vector of independently and identically distributed innovations. The present discounted value is computed using $E_t \{ F_t + k \} = A^k X_t$.

53 The unbalanced panel goes from the first quarter of 1980 to the first quarter of 2020, and the NKPC is estimated using a non-linear ordinary least squares (OLS) regression. All data are made stationary using a Hodrick-Prescott filter. Results are also robust to a linear detrending procedure.

54 To back out $\epsilon_A, \omega$ from the estimated NKPC, the capital share is calibrated at 0.4, the trade elasticity at 1.4 and import shares at 31, 32, 27 and 15 respectively for Canada, the euro area, the United Kingdom and the United States.

55 The model is symmetric, so an increase in globalisation would give the same results with inverted signs.
Chart 19
Elasticity of PC parameters with respect to a fall in the demand elasticity to foreign goods and the import share

<table>
<thead>
<tr>
<th>Changes in unit labour costs slope</th>
<th>Change in terms of trade slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>(estimated change in elasticity)</td>
<td>(estimated change in elasticity)</td>
</tr>
</tbody>
</table>

Sources: World Bank, OECD and ECB calculations.
Notes: Elasticities of the Phillips curve to the fall in the elasticity of domestic demand to foreign goods and the import share are computed using an estimated structural model, as in Guerrieri et al. (2010). Results show the effect on the slope of the Phillips curve of a fall of 1 percentage point in both the demand elasticity to foreign goods and in the import share. Results are presented in percentage change.

Estimates from the structural model indicate that globalisation flattens the Phillips curve, especially in the United Kingdom and Canada, while the effect is much more limited for the United States and the euro area. This heterogeneity stems from the estimated elasticity of the strategic complementarity to foreign competition, which is derived from the reduced-form estimates of $\kappa_G$ and $\gamma_G$, along with the calibrated parameters of the structural model. According to the results, shown in Chart 19, a slowdown in globalisation would imply a steepening of the Phillips curve and a reduced response by domestic inflation to terms of trade fluctuations. However, the steepening of the Phillips curve would be more intense for the United Kingdom and Canada than for the United States and the euro area. Box 7 provides further insights by analysing the relationship between trade integration and the correlation of domestic inflation with the unemployment rate, based on a large panel of countries. The findings in the box are consistent overall with the macro approach and confirm that greater involvement in international trade is associated with a somewhat more muted response by domestic prices to economic slack.

Estimates in the literature indicate that the overall economic impact of globalisation on the flattening of the Phillips curve over time has been small. The analysis summarised in Chart 19 is informative on the direction of the causal effect of globalisation on the slope of the Phillips curve, but it is not able to quantify the contribution of globalisation to the flattening of the Phillips curve over time documented in the literature. Box 7 examines how much the correlation between consumer prices and domestic conditions is affected by two measures of trade globalisation, namely trade openness and GVC participation. Like the structural analysis, the estimates imply a flattening of the Phillips curve, albeit not a very
sizeable one in quantitative terms. Papers that attempt such quantification also fail to find strong evidence that the flattening of the Phillips curve can be ascribed to the effects of globalisation. Using micro data for Italian firms, Gaiotti (2010) finds that better anchoring of inflation expectations, rather than changes in the competitive environment of firms, is plausibly the dominant factor in explaining the flattening of the Phillips curve. Using a panel of countries, Bianchi and Civelli (2015) show that, although global slack has stronger effects on inflation in economies that are more open, the effect of globalisation on the slope of the Phillips curve for individual countries is quantitatively small. This apparent contradiction is explained by the fact that cross-sectional variation in trade openness is very large, while the increase in trade openness over time for individual countries is much more limited (at most 10 percentage points between 1980 and 2006, see Table 2 in their paper). Hence, although cross-sectional variation provides the potential to uncover the effect of globalisation on the slope of the PC, effects over time for individual countries may turn out to be negligible.

Box 7
Trade integration and price Phillips curves

This box examines the responsiveness of consumer prices to domestic conditions and analyses whether their correlation is affected by two measures of globalisation: trade openness and participation in GVCs. In a panel of 30 countries (the 27 EU Member States, Japan, the United Kingdom and the United States), a standard representation of a hybrid New Keynesian Phillips curve is estimated, proxying marginal costs with economic slack and using quarterly data for the period 2001-19. The estimations are carried out by regressing underlying consumer price inflation on labour market slack (measured by the unemployment gap), past inflation and the two lags of the import deflator. To investigate whether the intensity of trade integration affects the slope of Phillips curves, the coefficient of the unemployment gap is interacted with measures of trade openness (computed as gross exports as a percentage of GDP) and integration in cross-border supply chains.

Results indicate that higher dependence on export markets and GVC participation is associated with a lower correlation of inflation with domestic conditions (Chart A). For countries more exposed to export markets or more integrated into GVCs, core inflation is less correlated with the business cycle (Chart A). From a cross-country perspective, euro area economies are more involved in cross-border value chains than large countries such as the United States or Japan, but these channels appear to be especially relevant for the smaller euro area economies.

56 For instance, trade openness in the study by Bianchi and Civelli (2015) ranges from around 20% to over 100% across countries. For individual countries, however, openness rises by at most 10 percentage points between 1980 and 2006.

57 The dependent variable is the annualised quarter-on-quarter growth rate of underlying inflation, while the import deflator is taken in year-on-year growth rates. Regressions also include a rich set of fixed effects accounting for a country’s macroeconomic cycle and idiosyncratic shocks affecting all countries. Moreover, results are broadly robust to a number of changes in the measurement of variables (e.g. the number of lags) or using different ones (e.g. the output gap instead of the unemployment gap).

58 Levels of GVC participation and openness are taken in deviation from their long-term averages. This is to account both for differences across countries and for their strong expansion from a historical perspective. Furthermore, to allow for better interpretation of interaction terms, these variables are expressed in the form of dummies equal to 1 if the underlying observation is higher than that of the panel median. Similar results for openness are obtained measuring trade as the average between exports and imports.
members, which are generally more open and embed a larger share of foreign inputs into their
exports. These findings resonate with the cross-sectional analysis in Bianchi and Civelli (2015). In
particular, cross-country variation in GVC participation is very large and drives the coefficient
estimates in Chart A, while changes over time in GVC participation for individual countries are much
smaller. This suggests that the contribution of GVC participation in lowering the correlation between
activity and prices for individual countries could plausibly have been small.

Certain aspects of digitalisation that enhance global trade integration could have also
reduced the correlation between underlying inflation and domestic conditions. Adapting the
previous analysis, similar results are obtained using measures of informational globalisation
(e.g. use of the internet or e-commerce; Chart A, right-most panel). These variables capture
technological developments fostering the cross-border flow of information or lowering entry costs
into global markets that may affect business dynamism, competition and price transparency.

In the euro area, economic integration has a strong regional character, as a significant share
of trade is exchanged within the monetary union, and euro area countries are on average
more involved in regional than global production chains. This raises the question of whether
both intra- and extra-euro area trade is associated with a lower correlation of core inflation with
slack. This may have implications for the overall relationship between activity and inflation, since, as
discussed in Section 2.1, the retrenchment in global trade has recently been partly offset by an
acceleration in regional integration within the euro area. When running the analysis above only for
the subsample of euro area countries, results suggest that both higher intra- and extra-euro area
trade openness are correlated with lower sensitivity of prices to activity.

An analysis at the sectoral level further suggests that GVC integration channels are
particularly relevant for manufacturing industries, which are the most integrated into GVCs,
generally sell highly tradable goods and are less local in nature. This increases strategic
complementarities and the dependence of producer price inflation on global economic conditions. In
particular, the standard econometric approach is complemented with an estimation of a sectoral
Phillips curve panel with sectoral labour costs driving sectoral output price inflation. By interacting
labour costs with GVC participation at the sectoral level, we find that the exposure to global
competition lowers the pass-through from sectoral wages to producer prices. Thus, the composition
of industries in an economy is an important aspect in assessing how global factors may influence
the responsiveness of inflation to the business cycle, as GVCs are a sectoral phenomenon.

Overall, developments in global integration seem to affect firms’ price-setting behaviour and
the slope of the price Phillips curve. However, small quantitative estimates also imply that even if
future structural transformations – such as changes in the way that production processes are
organised – continued to shape price setting, they would have limited implications for aggregate
inflation.

59 The GVC participation of the euro area as an aggregate (i.e. excluding intra-euro area flows) is instead
lower and comparable to that of the United States, which highlights the importance of regional supply
chains (see ECB, 2019b).

60 Data are sourced from CompNet (7th Vintage), where annual information is available for 18 countries
and 56 2-digit sectors (according to NACE rev. 2) of the business economy, from 2005 to 2016.
Chart A
Global factors affecting the slope of price Phillips curves

(estimated coefficients of the unemployment gap)

Sources: Eurostat, WIOD, OECD, CBO, CAO and authors’ calculation.
Notes: Results from a reduced-form estimation of a Phillips curve in a panel of 30 countries over 2001-18, where the lagged unemployment gap is interacted with a dummy equal to 1 if the underlying value of GVC participation, exports of goods and services as a percentage of GDP, or the percentage of individuals buying online in the last 12 months, in deviation from its long-term average, is higher than that of the median. The dependent variable is the annualised quarter-on-quarter growth rate of underlying inflation. Other controls include lagged inflation, the two lags of the import deflator, as well as country-period and year fixed effects. Coefficients of interaction terms are statistically significant. The black lines depict 95% confidence intervals computed using the delta method. GVC participation is computed as the share of GVC-related trade in total gross exports (Borin and Mancini, 2017), where GVC-related trade is defined as the sum of exported domestic value added that is re-exported by a direct importer (forward GVC trade) and foreign value added embedded in own exports (backward GVC trade). The sample for GVC participation ends in 2016, with values for 2015 and 2016 based on authors’ estimates. Data for e-commerce are broadly available from 2004. The vertical bars indicate the 95% confidence interval.
5 How globalisation affects the transmission of monetary policy

Globalisation may have profound implications for the transmission of monetary policy. As Section 2 outlines, the trade and financial connections of the rest of the world have increased along a number of dimensions – through greater trade openness, wider involvement in GVCs, an accumulation of foreign assets and liabilities, wider dependence on international funding sources and increased synchronisation of asset prices. Each of these dimensions has implications for monetary policy transmission. This section reviews how globalisation has affected the different channels of monetary transmission (namely the interest rate, exchange rate, wealth effect, credit and risk-taking channels). It concludes that globalisation affects the monetary transmission channels in diverse ways (see Table 3 for an overview). Globalisation has thus added a layer of complexity to the way monetary policy is transmitted to the real economy, expanding (at the very least) the information set, the analytical framework and the instruments that policymakers need to consider.

### Table 3
Overview of how globalisation affects monetary policy transmission

<table>
<thead>
<tr>
<th>Channel</th>
<th>Attenuation</th>
<th>Amplification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest rate</td>
<td><strong>Global financial cycle:</strong> Muted interest rate transmission</td>
<td><strong>Inequality:</strong> Increased marginal propensity to consume out of current income</td>
</tr>
<tr>
<td></td>
<td><strong>Financial integration:</strong> International diversification of bank funding, increasing availability of non-bank funding</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Low interest rate environment:</strong> Reduced policy space</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Inequality:</strong> Credit-constrained households cannot borrow against future income</td>
<td></td>
</tr>
<tr>
<td>Wealth effect</td>
<td><strong>Global financial cycle:</strong> Lower sensitivity of domestic asset prices to monetary policy</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Inequality:</strong> Lower aggregate marginal propensity to consume out of wealth</td>
<td></td>
</tr>
<tr>
<td>Exchange rate</td>
<td><strong>Trade integration:</strong> GVCs, invoicing patterns, strategic complementarities in price setting, and services trade lead to a reduction in exchange rate pass-through or muted sensitivity of trade flows to exchange rate changes</td>
<td><strong>Trade integration:</strong> Larger share of consumption basket subject to exchange rate changes, services trade more sensitive to exchange rate changes</td>
</tr>
<tr>
<td></td>
<td><strong>Financial integration:</strong> International banks more sensitive to the US dollar exchange rate in particular</td>
<td><strong>Financial integration:</strong> Greater exchange rate sensitivity to monetary policy, greater exchange rate valuation effects</td>
</tr>
<tr>
<td>Credit</td>
<td><strong>Financial integration:</strong> International diversification of bank funding, increasing availability of non-bank funding</td>
<td><strong>Financial integration:</strong> Possibility of reallocating lending to foreign borrowers</td>
</tr>
<tr>
<td>Risk-taking</td>
<td><strong>Financial integration:</strong> Possibility of shifting the search for yield abroad</td>
<td><strong>Financial integration:</strong> Broadening of the funding sources for risk-taking activities</td>
</tr>
</tbody>
</table>
5.1 Interest rate channel

Globalisation has weakened the interest rate channel (IRC) by reducing the policy space and accentuating the effects of the global financial cycle. The IRC centres on monetary policy-induced changes in real interest rates that affect the intertemporal consumption and investment decisions of households and firms. Globalisation has entailed a weakening of the IRC by favouring a fall in the natural rate. This increases the likelihood of hitting the zero lower bound (ZLB), making monetary policy accommodation more challenging (see Section 3). In addition, in tightly interlinked financial markets, long-term interest rates and risky asset prices are increasingly affected by global factors. For example, based on a large panel of countries, Miranda-Agrippino and Rey (2020) find that over 20% of the variation in risky asset prices is accounted for by one global factor. Mehrotra et al. (2019) document large spillovers to AEs and EMEs from both the expectations and term premia components of US long-term rates. For interest rates in AEs in particular, these co-movements are rooted in the global demand for safe assets (see Section 3). Globally active banks may diversify their funding and thereby insulate interest rates charged on borrowers when domestic monetary policy is adjusted (Cetorelli and Goldberg, 2012). Georgiadis and Mehl (2016) find that such global financial cycle effects have indeed weakened the transmission of euro area monetary policy through the IRC.

Globalisation also tends to affect inequality, which has more ambiguous effects on the IRC (see Box 5). On the one hand, it may increase the proportion of credit-constrained households that are unable to smooth consumption by borrowing against future income when monetary policy is loosened, thereby attenuating the direct effects of interest rate reductions. On the other hand, it may amplify the IRC indirectly, because such credit-constrained households raise consumption more strongly when their overall incomes rise after a monetary policy loosening. Ampudia et al. (2018) study the effects of ECB monetary policy at the micro level and find that while the direct effects have opposite signs for borrowing-constrained and unconstrained households, all benefit from indirect, general equilibrium effects through higher wages and employment. They also find that at the aggregate level the indirect effects of the IRC are quantitatively somewhat more important than the direct effects, meaning that, ultimately, greater inequality does not have first-order effects on monetary policy effectiveness.

5.2 Wealth effect channel

As more wealth is held in foreign assets and concentrated among fewer agents, the wealth effect channel (WEC) may also have weakened. The WEC
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61 However, empirical analyses so far suggest that, for the euro area at least, interest rate pass-through for non-financial firms and banks in a negative interest rate environment has not been impaired. See Altavilla et al. (2020) and Demiralp et al. (2019).

62 For a more sceptical view on the importance of the global financial cycle, see Cerutti et al. (2019).

63 Auclert (2019) shows that distributional effects amplify the effectiveness of the IRC if agents with higher marginal propensity to consume are affected more strongly by monetary policy.
rests on the ability of monetary policy to affect consumption and investment via changes in asset prices and the value of outstanding debt directly through asset purchases or indirectly via changes in interest rates. The emergence of a global financial cycle, which – due to deepening financial integration – has led to higher cross-country asset price correlations on the back of falling transaction costs, may account for a decline in the sensitivity of domestic asset prices to monetary policy, and hence a weakening of the WEC. Moreover, as monetary policy primarily affects domestic asset valuations, its impact on agents’ wealth declines as a greater share of domestic portfolios are accounted for by foreign assets. Greater inequality also implies that aggregate demand becomes less sensitive to monetary policy through the WEC, as richer households have a lower marginal propensity to consume out of wealth.

5.3 Exchange rate channel

Globalisation has had mixed effects on the exchange rate channel (ERC) of monetary policy. From a theoretical perspective, the ERC rests on monetary policy impulses having an impact on international relative prices, thereby triggering expenditure switching effects. In the traditional ERC, monetary policy tightening induces an appreciation in the home currency, which lowers the price of foreign relative to domestic goods, entailing expenditure switching at home and abroad, which eventually reduces home net exports. Globalisation may affect all the links in this causal chain.

Financial globalisation may have increased the sensitivity of the exchange rate to monetary policy and thereby strengthened the ERC. Relative demand for domestic and foreign assets may become more sensitive to return differentials in tightly interlinked financial markets with lower transaction costs, amplifying the sensitivity of the exchange rate to monetary policy. Indeed, Jarociński (2020) estimates that the effect of ECB monetary policy on the euro exchange rate has strengthened significantly since 2005.

At the same time, rising foreign currency exposures on economies’ external balance sheets have strengthened the ERC through exchange rate valuation effects. Georgiadis and Mehl (2016) find that, given the euro area’s foreign currency...
net long position (see Chart 5 in Section 2), such exchange rate valuation effects have strengthened the transmission of monetary policy through the ERC. Interestingly, they find that the strengthening of the ERC through such exchange rate valuation effects has more than offset the weakening of the IRC through global financial cycle effects (see Section 5.1).  

Greater sensitivity of internationally active banks and cross-border credit to the US dollar exchange rate may have implications for euro area financing conditions. As discussed in Section 2, euro area banks play an important role in the global intermediation of US dollar liquidity, even after the deleveraging that has taken place following the GFC. While a large part of this intermediation through euro area banks may involve lending to non-euro area borrowers, variation in the US dollar exchange rate may still have repercussions for euro area financial conditions due to the exposure of banks to large foreign currency gross positions (Shin, 2012; Bruno and Shin, 2015). In turn, this may also have implications for financial stability.

Globalisation further strengthens the ERC, as a declining home bias in goods implies that expenditure switching becomes quantitatively more important. Declining home bias means that a larger share of the consumption basket is accounted for by imported goods; in the euro area, the share of tradable goods in the consumption basket increased by 6 percentage points between 2000 and 2016 (see Box 6). As a result, net export adjustments after an exchange rate change of a given size have become greater.  

The increasing importance of services in trade may also increase the sensitivity of net exports to exchange rate changes (see Section 2). While the empirical evidence is limited, cross-country panel and non-euro area country-specific estimates suggest that prices for services imports are more responsive to exchange rates (Smith, 2004; Eichengreen and Gupta, 2013; Cheung and Sengupta, 2013; Cole and Nightingale, 2016). For the euro area, the share of services imports and exports in total trade has increased by 20%, from around 25% in 1999 to around 30% in 2019.

But globalisation may also weaken the ERC to the extent that it reduces exchange rate pass-through (ERPT) to import prices. Expenditure switching requires that exchange rate changes alter the destination currency price of exports. However, Ortega and Osbat (2020) find that ERPT to euro area import prices – i.e. the change in import prices associated with a 1% change in the effective euro exchange rate – declined from around 0.8% in 1999 to around 0.3% in 2008 and

66 Similarly, Meier (2013) embeds exchange rate valuation effects and asset price correlations reflecting global financial cycle effects in a New Keynesian open economy model and comes to the conclusion that for plausible parameterisations, financial globalisation strengthens the ERC on balance.  

67 See Mishkin (2007) and Erceg et al. (2007) for a theoretical discussion. Cwik et al. (2011) propose a different mechanism through which globalisation amplifies the ERC: with strategic complementarities in price setting, an exchange rate appreciation that lowers the local currency price of imported goods also induces domestic producers to lower their prices.
thereafter. Globalisation may have contributed to the decline in ERPT in several ways.

First, ERPT may have declined because of growing competitive pressures in export markets against the background of deepening trade integration (see Section 4). Increasing strategic complementarities imply that exporters are more willing to vary mark-ups and keep their prices in destination currency terms stable. One consequence of increasing strategic complementarities resulting in declining ERPT may also be the rise in euro trade invoicing (Boz et al., 2020). Moreover, globalisation may have induced a switch from producer to local currency pricing: when prices are invoiced (and sticky) in the currency of the importer, exchange rate variations imply only muted changes in local currency import prices.

Second, deepening GVCs may also have contributed to the decline in ERPT (see Section 2). For example, as the exchange rate depreciates in response to monetary policy loosening, imported inputs used in the production of exports become more expensive, inducing exporters to raise their home currency price. From the perspective of the export destination, the rise in the home currency price is offset by the home currency’s depreciation. As a result, despite the exchange rate change, the change in the destination currency price of exports is muted. Georgiadis et al. (2019) document that the rise in GVCs can account for about 50% of the decline in ERPT to import prices in AEs since the mid-1990s. Deepening GVCs may also have contributed to the rise in euro invoicing in Europe.

5.4 Credit channel

Globalisation entails forces that both weaken and strengthen the credit channel (CC) of monetary policy. The CC is based on the amplification of monetary policy impulses via changes in the supply and demand of bank loans. Financial globalisation may have strengthened the effect of monetary policy through the CC as banks can more easily rebalance their portfolios away from domestic borrowers when their net worth deteriorates, amplifying the tightening of domestic credit channels.

68 See also Cheikh and Rault (2016) for the euro area. The decline in ERPT to import prices is not specific to the euro area; see Campa and Goldberg (2005), Marazzi et al. (2005) and European Central Bank (2016a).
69 See Gust et al. (2010) and Gopinath et al. (2020) for a theoretical discussion.
70 Strategic complementarities arise when decisions of exporters are linked together in a context of imperfect competition. In the presence of strategic complementarities, firms lose market share significantly when their prices rise relative to competitors, while they do not gain much market share when their prices fall relative to competitors. Therefore, profit-maximising firms find it optimal to stabilise their prices relative to competitors. In this context, and given sticky prices, pricing in a vehicle currency is a means of stabilising export prices relative to competitors and thereby protecting market shares.
71 See Chung (2017) and Mukhin (2018) for theoretical discussions.
72 See Georgiadis et al. (2019) for a theoretical discussion.
73 See also Ahmed et al. (2017), de Soyres et al. (2018) and Varela and Lovo (2016) for similar evidence, including on changes in the sensitivity of trade volumes to exchange rate changes.
74 See Georgiadis et al. (2021).
75 The former occurs via monetary policy-induced changes in banks’ funding costs or balance sheet effects, while the latter depend on the effects of the monetary policy impulses on the value of the assets that non-financial corporations can post as collateral when asking for a loan from a bank.
financial conditions. Correa et al. (2018) study cross-border banking flows for a panel of countries and find that as tighter monetary policy erodes the net worth and collateral values of domestic borrowers, globally active banks rebalance claims towards safer foreign borrowers.

At the same time, by permitting cross-border liquidity management and the diversification of funding sources to non-bank sources, globalisation may have weakened the effect of monetary policy through the CC. Globally active banks may insulate domestic borrowers from liquidity shocks induced by a domestic monetary policy tightening by transferring liquidity from abroad within the banking group. Cetorelli and Goldberg (2012) find that US globally active banks’ use of internal liquidity markets essentially neutralises the effect of changes in US monetary policy on their domestic loan supply.76 Transmission of monetary policy impulses through the CC may also have been weakened due to an international bank lending channel, where foreign banks compensate for a reduction in lending by domestic banks (see Section 2). Financial globalisation may also have weakened the CC by facilitating access to non-bank funding, which insulates the economy from changes in bank funding conditions (see Section 2), although the quantitative importance of this mechanism is difficult to judge given limited empirical evidence.77

5.5 Risk-taking channel

Financial globalisation may strengthen the risk-taking channel (RTC) of monetary policy by broadening the sources of funding that can be used to finance risk-taking activities. The RTC builds on the notion that monetary policy may influence banks’ risk perceptions, thereby affecting liquidity and credit expansion. By allowing banks access to global funding sources, financial globalisation may have expanded the scope for monetary policy transmission via risk perceptions. Indeed, a contributory factor behind the vulnerabilities that shaped the European sovereign debt crisis was the use of cheap short-term US dollar funding sources by banks that financed lending in several euro area countries.78 The growing availability of less regulated, non-bank financial funding may also strengthen the RTC. The International Monetary Fund (International Monetary Fund, 2016) finds that, for a cross-country panel, monetary policy transmission is stronger in economies with larger non-bank financial sectors. Moreover, non-banks tend to
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76 Similarly, Cao and Dinger (2018) document that Norwegian banks tap international funding markets to preserve domestic lending when domestic monetary policy is tightened. The CC may also be weakened as a larger share of domestic lending stems from local branches/subsidiaries of foreign banks (see the survey on cross-border banking spillovers of monetary policy in Buch et al., 2019). However, Temesvary et al. (2018) find that US bank affiliate claims respond mainly to host country rather than US monetary policy. And Avdijev et al. (2019) find that the lending behaviour of global banks’ subsidiaries throughout the world is more closely related to local macroeconomic conditions than to those of their owner-specific counterparts.

77 Greater access to non-bank funding would imply that banks’ role in financial intermediation declines, weakening the transmission of monetary policy through the CC. However, the overall effectiveness of monetary policy may be less affected since market-based variables – in particular asset prices – that are affected by monetary policy play an important role for non-bank funding. See Deutsche Bundesbank (2014).

78 Bruno and Shin (2015) find that a contractionary shock to US monetary policy leads to a decrease in cross-border banking capital flows and a decline in the leverage of international banks.
contract their balance sheets even more than banks when monetary policy is tightened, owing at least in part to the effect of monetary policy on risk-taking (see Section 2).

At the same time, financial globalisation may also weaken the RTC by allowing financial intermediaries to direct their search for yield away from domestic towards foreign borrowers. Financial globalisation may allow banks to more easily rebalance their portfolios away from domestic borrowers.
6 Conclusions: globalisation and the implications for the ECB’s monetary policy strategy

Globalisation has benefited the world by lifting millions of people in emerging and developing countries out of poverty, increasing the variety of goods available to consumers and fostering the exchange of people and ideas. Along the way, globalisation has changed the interrelationships between economies and between sectors within economies. For monetary policy, globalisation has altered the transmission mechanism, as explained in Section 5.

This section discusses the implications of globalisation for the ECB’s monetary policy strategy review. First, it summarises the analysis of the preceding sections on the impact of globalisation on the landscape in which monetary policy operates (Section 6.1). It then presents the possible implications for the ECB’s monetary policy strategy (Sections 6.2 and 6.3).

6.1 A new landscape for monetary policy

Globalisation modulates the landscape in which monetary policy operates through (i) the emergence of a global financial cycle and the increasing role of financial spillovers; (ii) greater portfolio diversification and higher trade integration, enhancing the role of GVCs and strategic complementarities; and (iii) increased trade and financial openness, which amplify countries’ exposure to tail risks and affect the transmission of uncertainty shocks.

Globalisation implies an increase in the spillovers that underpin a global financial cycle. Domestic financial cycles have been driven, at least in part, by a global financial cycle, characterised by strong co-movements in asset prices, gross capital flows and leverage. Although this is particularly relevant for emerging and small open economies (Rey, 2016; Passari and Rey, 2016; Gerko and Rey, 2017; Miranda-Agrippino and Rey, 2020), the euro area may also be affected at times.79 Owing to the dominant role of the US dollar in the global financial system, the Federal Reserve System plays a greater role in driving the global financial cycle than the ECB (Ca’ Zorzi et al., 2020; Jarociński, 2020; Obstfeld, 2020).

Globalisation has made the role of the exchange rate in monetary policy more complex due to greater portfolio and funding diversification and greater trade integration. Globalisation has modified the role of the exchange rate in existing transmission channels and introduced new mechanisms through which the exchange

79 Others contest the claim that the “trilemma” has morphed into a “dilemma”, meaning that whenever capital is freely mobile, the global financial cycle constrains national monetary policies regardless of the exchange rate regime (Klein and Shambaugh, 2015; Obstfeld et al., 2019).
rate affects financial conditions, real activity and prices. Shifts in the geographical distribution of production through GVCs and the composition of trade flows in terms of goods relative to services have made the pass-through of exchange rate changes to quantities and prices more complex. In addition, trade and financial integration have strengthened exchange rate valuation effects on countries’ external balance sheets.

**Globalisation has increased the exposure of economies to tail events and contagion.** While financial integration has improved access to finance and facilitated risk sharing, it has also accentuated the exposure of economies to contagion from abroad and to volatile capital flows that can contribute to the build-up of systemic risk (European Systemic Risk Board, 2020). The more frequent build-up of large imbalances in a globalised world entails an increased probability of financial crises (Gourinchas and Obstfeld, 2012; Catão and Milesi-Ferretti, 2014). And when such tail risks materialise, they have greater and broader spatial ramifications in a globalised world due to close banking and financial linkages (see Box 3; Kalemli-Ozcan et al., 2013; Cesa-Bianchi et al., 2019; Fujita and Hamaguchi, 2020, in the context of the COVID-19 pandemic). The increasing role of market-based finance and the presence of global banks may generate and/or transmit global risk shocks via “flight home” effects and wholesale runs for liquidity. Against this background, global demand for safe assets such as dollar-denominated and potentially also euro-denominated securities rises, which may feed back into the persistence of the low interest rate environment (see Section 3).80

While financial globalisation may put downward pressure on the natural rate through global safe asset shortages, the empirical evidence indicates that trade globalisation has an offsetting impact. In addition, global factors do not seem to have contributed substantially to inflation trends or the sensitivity of inflation to economic activity (see Section 4). Despite the commonality of experience across countries in terms of the fall in, and synchronisation of, headline inflation rates and the sensitivity of inflation to real activity, the evidence suggests the role of globalisation has been relatively limited. GVC participation by euro area firms and import competition from EMEs in euro area markets have provided only a modest headwind to inflation in recent years and contributed only moderately to the reduction in the sensitivity of inflation to economic activity.

### 6.2 How is the ECB’s economic and monetary analysis affected by globalisation?

**The new landscape has implications for the ECB’s economic and monetary analysis.** Many of the insights discussed in Sections 1 to 5 of this report have
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80 In this context, it is worth noting the European Commission’s recent communication on further fostering the international role of the euro, including in terms of increasing the attractiveness of trading in and pricing euro-denominated instruments (European Commission, 2018).
already been incorporated into the ECB’s economic and monetary analysis to a large degree. Nonetheless, in some cases, further adjustments to measurement, modelling and projections could be beneficial. Additional research may be warranted in the areas described below.

1. **The need for macroeconomic modelling and projections to take greater account of the global dimension.** The structural and empirical models employed to produce macroeconomic projections need to account more for the implications of global factors for domestic variables and their transmission channels in order to understand which shocks are driving the economy and to determine the appropriate policy responses (see Justiniano and Preston, 2010; Ca’ Zorzi et al., 2017; Georgiadis and Jančoková, 2020). As Box 8 discusses, by understanding the magnitude of spillovers and spillbacks, it is possible to gain insights into the transmission channels of monetary policy. In the same context, one could also examine the contribution of different trading partners to the overall magnitude of spillbacks. Models should also encompass the role of global uncertainty shocks (see Box 3) and tail risks (De Santis and Van der Veken, 2020; Gerlach and Wang, 2020; Carriero et al., 2020). Factors such as global credit booms affect the distribution of growth in a non-linear way (Adrian et al., 2019). Abstracting from such considerations can lead to underestimation of downside risks. For policy purposes, it might be desirable to further develop “growth-at-risk” measures that account for the entire distribution of expected growth and not just a single expected path. Such measures could also be used to analyse the joint effects of monetary and macroprudential policies on the distribution of projections (Adrian et al., 2019; Cecchetti and Schoenholtz, 2018).

2. **The contribution of globalisation to the low interest rate environment (see Sections 2 and 3).** More efforts should be devoted to quantifying the relative importance of different global forces that underpin the growing demand for safe assets, including greater tail risks, the rising sensitivity to uncertainty shocks (see Box 3), greater portfolio diversification, growing trade flows and the global financial cycle. The more prominent role of the euro as a vehicle currency in trade invoicing in Europe represents another potentially important phenomenon that needs to be examined further, as it may contribute to the low interest rate environment via an increase in the demand for safe euro-denominated assets. In addition, the impact of trade integration on both productivity growth and inequality, and hence on the natural rate, needs to be better understood (see Boxes 4 and 5).

3. **The role of globalisation in cross-country correlations and the level of inflation (see Section 4).** Common factors have played an important role in shaping headline inflation across countries. A large part of the cross-country correlation in headline inflation rates is accounted for by commodity prices. At the same time, global factors have played a much less important role in driving core inflation. Globalisation is also affecting market structures, for example by increasing competition within many markets, potentially triggering strategic
complementarities. More analysis is warranted given the central role of the relationship between slack and inflation in monetary policy.

4. **The complexity of the exchange rate channel in a globalised environment (see Section 5).** First, an improved understanding of the exchange rate channel is needed. This relates in particular to the relevance of valuation effects on external balance sheets and the sensitivity of domestic financial conditions to the exchange rate. Similarly, the magnitude and determinants of exchange rate pass-through also need to be better understood in the light of GVCs, changes in trade flow composition, invoicing currency patterns and competitive pressures in export markets. Finally, there is still no consensus about whether exchange rate changes associated with monetary policy impulses transmit differently in the cases of unconventional and conventional measures.

5. **The measurement challenges arising from globalisation in respect of key macroeconomic and financial indicators (see Section 1).** The complex operations of MNEs and chains of non-bank entities such as SPEs have made it more complicated to interpret euro area national and external statistics. For these reasons, monetary and economic analysis needs to look beyond headline macroeconomic indicators in order to assess the drivers of conjunctural developments and the evolution of financial vulnerabilities and interconnectedness (see Box 2). There are also measurement challenges associated with the need to expand the monitoring of non-banks, which have assumed a more significant role and have already affected the transmission of monetary policy.

**Box 8**

**Spillbacks from euro area and US monetary policy**

The literature provides ample evidence indicating that globalisation has been associated with large spillovers from euro area and, in particular, US monetary policy. What has not yet been systematically explored is whether these spillovers also entail large spillbacks. The latter can be thought of as the inward spillovers that result from the outward spillovers from euro area and US monetary policy actions. An understanding of spillbacks does not necessarily alter the assessment of the overall domestic effect of monetary policy. However, it informs the understanding of how the overall domestic effect of monetary policy comes about in terms of transmission channels. In addition, an understanding of spillbacks may also shed light on the usefulness of alternative monetary policy instruments. For example, if spillovers from euro area monetary policy to neighbouring countries exacerbate financial imbalances abroad, then providing emergency liquidity to foreign central banks may help to prevent adverse equilibria from materialising and spilling back to the euro area (see Box 9). This box provides some discussion and evidence on spillbacks from euro area and US monetary policy.

**Conceptual framework**

The analysis is based on counterfactual simulations in two-country vector autoregressive (VAR) models for the euro area or United States together with a second, spillover-receiving economy. The estimate of the spillback is obtained by comparing the estimated impulse responses of euro area
and US variables to a domestic monetary policy shock obtained from an unrestricted baseline with those from a counterfactual in which it is imposed that the spillovers of euro area and US monetary policy to output abroad are precluded over all horizons. The counterfactual is obtained by assuming that after a domestic monetary policy shock has occurred, additional shocks materialise which offset the baseline spillovers from euro area and US monetary policy.

**Estimates of spillbacks from euro area monetary policy**

Spillbacks from euro area monetary policy are estimated to be non-negligible, accounting for about 30% of the overall domestic output effect over a one-year horizon (Chart A). Spillbacks to euro area consumer price inflation are estimated to be much smaller than for output.

**Chart A**

**Estimates of spillbacks from euro area monetary policy**

<table>
<thead>
<tr>
<th>Industrial production</th>
<th>Consumer prices</th>
</tr>
</thead>
</table>

(y-axis: percentage deviation from baseline; x-axis: horizon (months))
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Source: De Luigi and Feldkircher (2021).
Notes: The chart shows the effects of a contractionary euro area monetary policy shock on industrial production and consumer prices in the euro area and the main trading partners after six and 12 months. The estimates are obtained from a Bayesian threshold time-varying parameter VAR model estimated over the period from 2002 to 2019. The VAR model includes the euro overnight index average (EONIA) rate, euro area ten-year government bond yields, euro area industrial production, euro area consumer prices, the composite indicator of systemic stress (CISS), the nominal exchange rate against the euro (trade-weighted) and foreign industrial production (PPP-weighted). The foreign economy includes all major euro area trading partners, namely the United States, China, CESEE (Bulgaria, the Czech Republic, Croatia, Hungary, Poland and Romania), Denmark, Sweden, and the United Kingdom. The ECB monetary policy target shock is identified using the high-frequency proxy variable of Altavilla et al. (2019) and is normalised to cause a peak effect on ten-year government bond yields of approximately 15 basis points. The counterfactual is constructed such that the shock on foreign industrial production is neutralised. The whiskers indicate the 68% percentiles of the corresponding posterior distributions.

**Estimates of spillbacks from US monetary policy**

Spillbacks from US monetary policy are estimated to be larger than for the euro area. About 40-60% of the overall domestic output effect of US monetary policy is estimated to be due to spillbacks. For US consumer price inflation, as in case of the euro area, spillbacks are estimated to be smaller than for output, but nevertheless still account for about 20% of the overall domestic effect. In general, larger spillbacks in the case of US monetary policy than in the case of euro area monetary policy may be due to greater spillovers, but further research is needed to corroborate this.
6.3 Should the ECB’s monetary policy objective, instruments and communication be adjusted?

The new landscape may have implications for the ECB’s monetary policy strategy. While none of the globalisation phenomena discussed above should be evaluated in isolation for specific changes in the ECB’s strategy, together they may nonetheless play an important role for understanding and weighing up the appropriate monetary policy strategy choices.

While globalisation has had profound effects on the world economy, the report concludes that none of these prevents central banks from achieving their objectives in the long term. As the central bank is the monopoly issuer of the numeraire in which domestic prices are measured, global factors need not undermine the central bank’s ability to control the price level over the long term (Obstfeld, 2020). Nonetheless, over shorter horizons, global factors can affect monetary policy transmission and the trade-off policymakers face between price stability and other goals such as stabilising activity and financial stability. Yet central banks have shown that they can resort to additional instruments such as asset purchases, forward guidance, macroprudential measures and the provision of foreign currency liquidity lines. Such measures, which can compensate for the reduction in conventional policy space and preserve control over domestic financial conditions, have helped to ensure monetary policy autonomy. In practice, these instruments
have helped to preserve central banks’ ability to achieve price stability even as
globalisation has changed the landscape in which they operate.

**Globalisation may have implications for the choice of monetary policy instruments.** In general, the increase in financial spillovers, the emergence of a
global financial cycle and increased asset price correlations strengthen the need for
sound domestic policies and credible monetary policy, and may warrant a more
systematic recourse to additional instruments such as forward guidance and asset
purchases in pursuit of the ECB’s inflation aim. Greater spillovers may also imply a
need for more active macroprudential policy to counter unduly large effects of global
factors on domestic financial conditions.

**The provision of emergency liquidity may limit adverse side effects of
globalisation.** Excess elasticity and greater complexity of international financial
markets increase the likelihood of tail events abroad that may adversely affect the
euro area. Greater international integration of the euro area may also increase the
euro area’s sensitivity to events abroad. As a result, the benefit of instruments that
prevent adverse equilibria from materialising because of tail events may rise with
globalisation. The use of such monetary policy instruments requires careful
consideration: it is important to balance the risk of moral hazard against the desire to
rule out adverse, self-fulfilling equilibria that can adversely impact the smooth
transmission of monetary policy. Nonetheless, experience since the 2020 pandemic
has shown that the ECB’s euro liquidity lines have been successful in reducing euro
funding costs in foreign markets (see Box 9).

**While cooperation through increased use of emergency liquidity lines has
proved successful, the case for more extensive and binding forms of
international monetary policy coordination (IMPC) does not seem compelling.**
The theoretical literature suggests that IMPC may be beneficial as a way of
maximising global welfare, although it traditionally concludes that the gains are small
relative to an environment in which national policymakers pursue optimal domestic
policies (Obstfeld and Rogoff, 2002). Work is being carried out to reassess these
conclusions in models that account for the role of financial frictions and that are
robust to a wide range of modelling specifications, but a consensus has yet to
emerge (see Engel, 2016). While financial integration in theory amplifies the impact
of foreign shocks on the domestic economy, it also improves diversification and
insurance opportunities, and it is unclear which of these effects dominates. Practical
obstacles to IMPC arise because central banks operate under domestic mandates
(Coeuré, 2014) and because model uncertainties make it complicated to reach a
common assessment of the nature of spillovers in terms of trade-offs. Moreover, the
finding that monetary policy entails non-trivial spillbacks (see Box 8) suggests that
central banks in systemic economies are likely to take increasing account of
spillovers, further weakening the case for more extensive and binding forms of
IMPC. A case in which IMPC is clearly beneficial relates to tail events, where
coordination may reinforce monetary policy measures through a signalling channel
(Coeuré, 2014).

**The analysis in this report does not indicate a need to change the role of the
exchange rate in the ECB’s monetary policy strategy or the ECB’s commitment**
Globalisation has modified the role of the exchange rate in existing transmission channels and introduced new mechanisms (Section 6.1). While empirical evidence suggests the exchange rate may be more sensitive to monetary policy in a low interest rate environment, a range of factors have made the pass-through of exchange rate changes to quantities and prices more complex. It is therefore unlikely that there could be any benefits to reconsidering the long-standing commitment to market-determined exchange rates that is the consensus in G7 and G20 bodies.

Finally, the analysis in this report is in line with the ECB’s assessment of the benefits and costs of international currency status. In 2019, the Governing Council stressed that the international role of the euro is primarily supported by a deeper and more complete Economic and Monetary Union, including advancing the capital markets union, in the context of the pursuit of sound economic policies in the euro area. It also stressed that the Eurosystem supports these policies and emphasises the need for further efforts to complete Economic and Monetary Union (ECB, 2019). This assessment was reiterated in 2020 and 2021 (ECB, 2020, 2021). The analysis in this report confirms this earlier assessment of the benefits and costs of the international currency role of the euro. In principle, international currency issuers enjoy greater monetary autonomy but also emit greater spillovers that might represent externalities abroad. In addition, international currency status means that monetary policy impulses reverberate globally (see Section 2), thereby increasing the potential for spillbacks, which would in turn strengthen the domestic effectiveness of monetary policy (see Box 8). At the same time, the concept of “exorbitant duty”, i.e. the risk of a rapid deterioration in the international investment position as a result of the international currency status (and strength) of the US dollar in periods of heightened financial market tensions, has become more apparent since the GFC as the flip side of “exorbitant privilege” (Gourinchas et al., 2010; Caballero et al., 2015). Another consideration is that international currency issuers may face requests for emergency liquidity lines (McCauley and Schenk, 2020; Bahaj and Reis, 2021). Finally, international currency status entails lower exchange rate pass-through (Gopinath et al., 2010; ECB, 2015), so that the effect of monetary policy on import prices is more limited. A sizeable increase in the role of the euro would therefore have far-reaching implications for the conduct of the ECB’s monetary policy.

Box 9
ECB euro liquidity lines

Central bank liquidity lines and globalisation

The use of central bank swap and repo lines has gained prominence since the GFC and has gone hand in hand with the increase in globalisation. However, the direction of causality is unclear (ECB, 2019a, Box 7). On the one hand, liquidity lines have been a by-product of globalisation since the rise of global banks; the currency mismatches in banks’ and firms’ balance sheets generate a feedback loop between bank funding and trade invoicing (Gopinath and Stein, 2018) and may call for liquidity provision in the source country’s currency (Bahaj and Reis, 2021). Such foreign currency liquidity needs are exacerbated when large shocks occur, as during the GFC, potentially
leading to adverse spillovers. On the other hand, swap line activations increase the use of the currency for trade invoicing (for instance in the case of China, see Bahaj and Reis, 2020), which may spur further globalisation.

Since the degree of insurance enjoyed by the local central banks is limited by the size of their foreign exchange (FX) reserves, liquidity lines from the source country’s central bank may bolster this insurance role. Swap and repo lines can be helpful monetary policy tools in a global environment, since by providing liquidity abroad they prevent episodes of liquidity shortages that might threaten financial stability at home, potentially hampering the fulfilment of the price stability objective of the source country’s central bank (Panetta and Schnabel, 2020). In short, central bank liquidity lines work as a backstop facility. They can therefore, to some extent, perform the function of a lender of last resort, preventing negative spillbacks to the source country. Recent empirical evidence for the United States shows that swap lines provide a ceiling to deviations from covered interest parity (CIP), alleviating global funding strains (Cetorelli et al., 2020) and inducing higher demand and prices for US dollar-denominated corporate bonds (Bahaj and Reis, 2021). Based on the analysis in Albrizio et al. (2021), this box first provides a brief description of the ECB euro swap and repo lines and estimates their signalling effect on financing conditions in the euro funding market.

The main framework of the ECB liquidity lines

Since 2001 the ECB has signed more than 30 bilateral swap and repo agreements with 18 central banks. Most of the liquidity lines were opened temporarily between 2008 and 2013 and as of 2020, in line with the stated policy goal of using such swap lines as a backstop (rather than as an active policy to foster the international use of the euro). The initial agreements for unlimited US dollar liquidity provision via swap lines were, for the most part, signed with G10 central banks and later made permanent. In addition to US dollar liquidity, the ECB has provided renminbi, Swiss franc and pound sterling liquidity through swap lines with the People’s Bank of China and the network with the Bank of Canada, the Bank of England, the Bank of Japan, the Federal Reserve System and the Swiss National Bank. Since October 2008, the ECB has established 18 swap and repo lines to provide euro liquidity to non-euro area central banks, particularly in EU countries outside the euro area and, since 20 March 2020, in non-EU countries. Most of these lines are repo facilities, which require adequate collateral in euro-denominated assets and feature a higher lending rate compared with swap lines.

The signalling effect of ECB euro liquidity lines

The mere existence of a liquidity line may instill confidence in markets and reduce the funding cost in the source country’s currency even if it is not activated. To test whether this is the case empirically, Albrizio et al. (2021) consider ECB announcements of euro liquidity lines (rather than

---

61 Some of these lines have been extended and their terms have changed, generating 90 related press releases in the period considered in this Box (January 2001 - August 2020). Albrizio et al. (2021) do not consider the recently established Eurosystem repo facility for central banks (EUREP), since the respective country-specific announcements are not public.


63 The lending rate is defined as a spread over the overnight index swap (OIS) reference date with a minimum floor.
actual provision of foreign currency liquidity) and assess their effects on euro funding conditions in foreign markets, proxied by CIP deviations. In a frictionless FX market, CIP holds, and the implied euro interest rate in the FX market equals the euro money market interest rate. If CIP does not hold, the FX swap basis spread provides a measure of the premium paid by foreign agents to borrow euros for a specified time period in the FX market compared with the euro money market. In other words, a positive basis represents relatively high costs for euro funding in the FX market. Albrizio et al. (2021) explore whether the announcements of ECB liquidity lines decrease this premium, at least in a narrow time window around the announcement, taking into account the euro liquidity lines provided to 13 countries between 6 October 2008 and 28 August 2020. In the two-day period before and after the announcement, the right tail of the distribution of the basis shifts closer to zero (Chart A, left panel); such a shift in the distribution is not present for the non-targeted currencies (Chart A, right panel). This evidence thus points towards a reduction in the cost of euro funding in the FX market when ECB liquidity lines are announced. Albrizio et al. (2021) provide additional evidence based on diff-in-diff analysis considering treated and non-treated currency samples that confirms the conclusion that the announcement of ECB liquidity lines reduces the cost of euro funding in the FX market in Chart A. The findings in Chart A are consistent with those from event studies suggesting that the announcement of a liquidity arrangement during the pandemic reduced the cost of euro funding in foreign exchange markets in countries with which a liquidity line was agreed (ECB, 2021).

Chart A
FX swap basis spread density

Countries receiving ECB liquidity lines
(y-axis: kernel density estimates; x-axis: percentages)

Other countries
(y-axis: kernel density estimates; x-axis: percentages)

Source: Refinitiv.
Notes: “Countries receiving ECB liquidity lines” refers to those directly covered by the announced swap or repo agreements. The period of impact was taken as a four-day window around the announcement. The blue line (“pre”) refers to the density of the basis in the two days before the announcement. The yellow line (“post”) refers to the density of the basis on the day of the announcement and in the following day.

---

84 Announcements are taken from ECB press releases. Overall, there are over 80 ECB liquidity line announcements, which comprise information on new, extended and discontinued lines as well as changes in funding and auction conditions. Slightly less than half of these announcements regard liquidity provision in euro; the rest concern other currencies such as pound sterling, Swiss franc, US dollar and Chinese renminbi.

85 These are Bulgarian lev, Canadian dollar, Swiss franc, Danish krone, Croatian kuna, Hungarian forint, Japanese yen, Polish zloty, Romanian leu, Serbian dinar, Swedish krona, pound sterling and US dollar. Countries that have an open line with the ECB but use the euro as main currency are excluded.
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