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                        1 Economic growth in the euro area is broadening

                  

               

            

            
               
                  Euro area economic growth has been broadening since 2013. 
               Euro area output has been expanding for nearly four years since the recovery began in the second quarter of 2013. Although the recovery has been gradual and moderate, there is evidence that it is becoming more broadly based and firmer, both in terms of country developments and across sectors. This bodes well for economic growth going forward, as expansions tend to be stronger and more resilient when growth is broader. These developments stand in sharp contrast to the short-lived recovery in 2009-10, when growth was relatively uneven.

            
               
                  The economic expansion has reached an increasing number of euro area countries and sectors. 
               Chart A uses value-added data for the nine main economic sectors (excluding agriculture) in 18 euro area countries (excluding Malta), i.e. 162 country-sector pairs. The yellow area in Chart A shows the percentage share of all country-sector pairs with positive year-on-year growth.
                  [1]
                This measure aims to capture the breadth of the recovery, as small and large countries and sectors are given the same weight. The measure has been rising steadily since 2013, and stood above 80% in the third quarter of 2016, well above both the average of 73% between 1996 and 2016 and the level observed during the 2009-10 recovery.

            
               Chart A

               Share of sectors with positive growth and dispersion of value-added growth across countries and sectors

               (percentages; percentage points)

               
                  
               

               Sources: Eurostat and ECB calculations.

               Notes: The share of sectors with positive growth is constructed as the percentage of the 162 country-sector pairs that reported positive year-on-year growth in value added. The dispersion of growth is measured as the weighted standard deviation of year-on-year growth in value added in the same 162 country-sector pairs. The latest observation is for the third quarter of 2016.

            

            
               Chart B

               Dispersion of value-added growth across euro area countries and sectors

               (percentage points)

               
                  
               

               Sources: Eurostat and ECB calculations. 

               Notes: The dispersion of growth across countries is measured as the weighted standard deviation of year-on-year growth in value added in 18 euro area countries, excluding Malta. The dispersion of growth across sectors is measured as the weighted standard deviation of year-on-year growth in value added in the nine main euro area economic sectors, excluding agriculture. The latest observation is for the third quarter of 2016.

            

            
               
                  The dispersion of growth across sectors and countries has declined significantly.
                Since 2009 the weighted standard deviation of year-on-year value-added growth across the 162 country-sector pairs referred to above has decreased steadily. The peak in dispersion across sectors in 2009 was related to the busts in global trade (i.e. the industrial sector) and in the housing market (i.e. construction), whereas the peak in dispersion across countries in 2011 was related to the sovereign debt crisis (Chart B). The subsequent reduction in the dispersion of growth across countries has largely coincided with a reduction in fragmentation in financing conditions across euro area countries.
                  [2]
                In the current recovery, the combined dispersion of value-added growth across sectors and countries has reached levels not seen since the start of EMU. Together with the breadth of the recovery, this suggests that growth has become much more evenly spread across euro area sectors and countries.

            
               
                  The broadening of economic growth is an encouraging development, as it can be seen as a sign of positive aggregate demand spillovers.
                Input-output linkages across sectors and trade linkages across countries can create complementarities across activities in sectors and countries.
                  [3]
                This creates a positive relationship between spending in one sector or country and spending in other sectors or countries. Through this demand externality, spending in one sector or country can result in aggregate demand spillovers.
                  [4]
                The broadening of economic growth can therefore be seen as a sign that demand is spilling over to an increasing number of sectors and countries, which should further support aggregate demand. This stands in stark contrast to the stubbornly strong dispersion seen during the 2009-10 recovery.

            
               
                  Current economic growth is broader than the recovery in 2009-10 following the financial crisis.
                The recovery in 2009-10, which followed the financial crisis, mainly reflected improvements in the industrial sector and “other services”. As the bust in the housing market in some euro area countries was still ongoing, the construction sector was still contracting. Since 2013, following the sovereign debt crisis, the recovery has been much broader and now also includes trade services. More recently, even the construction sector has started to expand, in line with the recovery in the housing market (see Charts C and D).

            
               Chart C

               Euro area value added during the 2009-10 recovery (following the financial crisis)

               (accumulated percentage growth)

               
                  
               

               Sources: Eurostat and ECB calculations.

               Note: “Other services” includes, for example, information and communication, real estate, scientific and technical activities, public administration, defence, education and health.

            

            
               Chart D

               Euro area value added since 2013 (following the sovereign debt crisis)

               (accumulated percentage growth)

               
                  
               

               Sources: Eurostat and ECB calculations.

               Note: “Other services” includes, for example, information and communication, real estate, scientific and technical activities, public administration, defence, education and health.

            

            
               
                  Recent growth is being driven more by domestic demand, making the recovery more self-sustained.
                Another important difference between the recovery that began in 2009 and the current recovery is that the former was largely driven by the upswing in euro area exports. By contrast, the more recent period of growth, starting in 2013, has been driven more by domestic demand and less by foreign demand. In this regard, the current recovery is arguably more self-sustained. In addition, the current growth period is less influenced by changes in inventories, which played a more significant role in the recovery in 2009-10 (see Charts E and F).

            
               Chart E

               Euro area GDP and expenditure breakdown during the 2009-10 recovery (following the financial crisis)

               (accumulated percentage growth)

               
                  
               

               Sources: Eurostat and ECB calculations.

            

            
               Chart F

               Euro area GDP and expenditure breakdown since 2013 (following the sovereign debt crisis)

               (accumulated percentage growth)

               
                  
               

               Sources: Eurostat and ECB calculations.

            

            
               
                  In line with economic activity, euro area labour markets continued to show broad-based improvements.
                Euro area employment has been growing since mid-2013 and is now almost back to its pre-crisis level. This contrasts with the recovery in 2009-10, during which headcount employment was still falling. Alongside the recent decline in the dispersion of value-added growth across countries and sectors (Chart A), the dispersion of employment growth has also fallen steadily as the sectoral reallocation of employment has progressed. An improved alignment of labour demand and supply may also imply a decrease in the non-accelerating inflation rate of unemployment (NAIRU).
                  [5]
                As labour demand is again shifting towards unemployed workers who were previously employed in sectors that contracted heavily (e.g. construction), wage pressures might still remain muted for some time to come.

         
         
            
               
                  
                     
                        2 Financial cycles and the macroeconomy

                  

               

            

            
               
                  This box discusses the relationship between financial cycles, the macroeconomy and potential output.
                The financial cycle can be thought of as economic fluctuations that are amplified by – or stem directly from – the financial system. It typically manifests itself as a co-movement between credit aggregates and asset prices with a possible impact on real economic developments as well. While cyclical fluctuations in real economic variables do not always correspond to financial cycles, when they do, the resulting business cycles can be much more pronounced, with troughs often accompanied by financial crises. There is a growing body of literature which claims that, in such cases, the estimation of potential output can benefit from including information about the financial cycle.
                  [6]
                Without such information, potential output may be overestimated in the boom period and underestimated during the bust phase.

            
               
                  Economic theory points to a potential role for the financial system over the business cycle.
                Financial factors have been regarded as a possible driving force behind business cycle fluctuations since at least the time of the Great Depression.
                  [7]
                More recent general equilibrium approaches also emphasise the role of financial frictions in output fluctuations.
                  [8]
                According to these approaches, the financial system can both act as an amplifier of shocks and be the source of shocks that trigger business cycle fluctuations in the first place. The balance sheets of households, firms and banks can give rise to various pro-cyclical mechanisms (such as the financial accelerator). For example, demand shocks can be amplified through corresponding changes in the value of collateral (such as residential or commercial property) and the real value of nominally fixed debt. These theoretical considerations suggest that credit and asset price-driven cyclical fluctuations can be expected to yield higher peaks and lower troughs than normal business cycles, possibly with more prolonged periods of boom and bust.

            
               
                  There is growing empirical evidence for a role of the financial system in business cycle fluctuations.
                While not all business cycle fluctuations are driven by the financial system, or go hand-in-hand with financial booms and busts, there is evidence that the most severe fluctuations are typically associated with the build-up and unravelling of financial imbalances.
                  [9]
                A comprehensive macrofinancial historical database covering 17 advanced economies over the last 150 years suggests that financial and business cycles tend to co-move and be in the same phase significantly more often than not.
                  [10]
                It is also found that the correlation of output, consumption and investment growth with credit growth has strengthened substantially over recent decades, in parallel with an unprecedented increase in mortgage lending. There is also evidence that credit and asset price variables are relatively important in explaining real economic fluctuations at the global level.
                  [11]
                These findings suggests that economic expansions associated with strong credit growth are driven more by cyclical (as opposed to structural) factors than are other upturns. 

            
               
                  The path of potential output may be overestimated in credit-driven booms.
                Standard tools for potential output estimation which do not take into account the role of the financial system in business cycle fluctuations may provide an overly optimistic assessment of the supply side of the economy during financial booms. This is particularly true when nominal variables give weaker signals about the overheating of the economy, such as when inflation expectations are well anchored. While the availability of financing and low risk aversion in the expansion phase of the business cycle can boost underlying productivity growth by enabling more innovation, credit-driven expansion can also give rise to capital misallocation. Such episodes often entail significant increases in residential property investment, owing to the ability to collateralise this asset type via mortgage borrowing, with capital being concentrated disproportionately in relatively low-productivity projects and activities (such as housing and property development).
                  [12]
                Moreover, since residential property is included in typical measures of the capital stock, production function-based methodologies which use these data have a tendency to overestimate the productive capacity of the economy.
                  [13]
                As an illustration, the chart below shows potential output measures for the euro area, calculated using three different methodologies, including one that assumes a link between the financial cycle and real economic fluctuations. The latter method yields a lower path for the level of potential output in the pre-crisis boom years and a higher path in the post-2008 period than the methods that are not informed by financial variables. However, all three methods imply a slowdown in potential output growth after 2008.

            
               Chart

               Real GDP and different measures of potential output in the euro area

               (EUR trillions; quarterly data)

               
                  
               

               Sources: Eurostat and ECB staff calculations.For a similar approach, see Melolinna, M. and Tóth, M., “Output gaps, inflation and financial cycles in the United Kingdom”, Staff Working Paper, No 585, Bank of England, 2016.

               Notes: Trend 1 refers to a measure derived using the two-sided Hodrick-Prescott filter with the standard smoothing parameter for quarterly data (1600). Trend 2 refers to an estimate derived from a small unobserved components model that decomposes real GDP into trend and cyclical components with the help of reduced-form macroeconomic relationships such as Okun’s law and a Phillips curve.Trend 3 refers to the same model augmented with a financial cycle component which is estimated as a common latent factor driving fluctuations in a number of financial variables, such as real credit growth to households and non-financial corporations, real growth rate of M3 and real growth rate of residential property prices. As potential output is an unobservable variable, all methods carry a high degree of uncertainty.

            

            
               
                  Severe downturns following credit-driven booms can have a negative impact on potential output.
                While economic downturns, such as the recent Great Recession, can arguably give rise to cleansing effects with a beneficial impact on future productivity growth, the reallocation of resources towards more productive uses may be hindered by supply constraints in the financial system. In particular, high non-performing loan (NPL) ratios, coupled with inadequate insolvency and bank resolution, can tie up capital in low-productivity firms and make acquisitions and the entry or expansion of innovative and potentially highly productive firms less likely to happen.
                  [14]
                Nominally fixed debt that has been accumulated in the boom period, coupled with collateral that has lost value during the bust, can limit the options for otherwise healthy firms to obtain external financing for productive investment projects – particularly when the lower bound on nominal interest rates is binding. The ensuing long process of repairing private sector balance sheets can further weaken domestic demand and lead to persistently high unemployment rates. With long periods of high unemployment, there is a greater chance of labour market hysteresis effects, particularly in rigid, overregulated labour markets. The reallocation process itself may introduce a temporary dip in potential output if, for example, the acquisition of resources that were locked in low-productivity activities is hampered by high barriers to entry.

            
               
                  The negative supply-side effects of financial bust episodes are not necessarily persistent and depend on the policy context.
                While credit constraints and other financial imperfections may well put a significant drag on economic growth during a recovery period, their impact on resource allocation might be expected to diminish over time. Therefore estimates of potential output that do not take these possible features into account may yield an overly pessimistic view of the supply-side potential during recoveries from financial crises. Therefore, at present, both the cyclical recovery and supply-side capacity of the economy could benefit from adequate insolvency and resolution policies and an effective workout of NPLs, particularly in the context of accommodative monetary policy.

         
         
            
               
                  
                     
                        3 Wage adjustment and employment in Europe: some results from the Wage Dynamics Network Survey

                  

               

            

            
               
                  This box examines the link between collective bargaining arrangements, downward wage rigidities and employment.
                Several past studies using aggregate macroeconomic data found that some institutional features which affect the wage-setting process are associated with downward wage rigidity which, in turn, may exacerbate employment losses during downturns.
                  [15]
                This box uses micro data based on a survey of firms to investigate whether the above effects were also evident at firm level in the euro area during the period 2010-13. Overall, the findings confirm that wage bargaining institutions have contributed to wage rigidities in Europe and may have exacerbated employment losses during recessions.

            
               
                  This box uses data from the third wave of the ESCB’s Wage Dynamics Network (WDN) surveys.
               
               
                  [16]
               
               
                   The WDN3 survey provides firm-level information on economic conditions and collective pay agreements in 25 EU Member States during the period 2010-2013.
                These data show substantial variation in developments across the surveyed enterprises during the period under scrutiny, which was characterised by the sovereign debt crisis. While 44% of firms experienced a decrease in demand, 32% indicated that demand increased. The proportion of firms that reduced employment or wages is significantly higher for firms that experienced a fall in demand: employment fell in 43% of the firms that experienced a fall in demand, and 14% of these firms reduced base wages. Given the extent of the fall in demand and the cuts in employment, the relatively small percentage of wage decreases seems to be an indication of downward nominal wage rigidity. Indeed, almost one quarter of all the firms surveyed reported that they had frozen nominal wages. Wage freezes are also a strong indication of downward wage rigidity as they suggest that firms are keeping wages unchanged in order to avoid the possible tensions associated with reducing wages, even when economic conditions may justify a cut.
                  [17]
               
            

            
               Chart A

               Share of workers covered by collective pay agreements – country overview in 2013

               (percentages)

               
                  
               

               Sources: ECB calculations. on the basis of the WDN3 survey in “New evidence on wage adjustment in Europe during the period 2010-13”, Economic Bulletin, Issue 5, ECB, 2016.

               Notes: Firms with fewer than five employees are excluded from the calculations. Figures are weighted to reflect overall employment and rescaled to exclude non-response. Figures for Ireland are unweighted. Euro area and non-euro area averages are calculated across countries that have weights.

            

            
               
                  In the analysis below, collective pay agreements play a key role.
               
               
                  [18]
                According to the WDN survey (Chart A), the share of workers covered by a collective pay agreement in the euro area countries (average almost 75%) is much higher than in the non-euro area countries (almost 30%). Several countries are significantly above the euro area average, particularly Italy, Spain, France, Belgium and the Netherlands. With the exception of the Netherlands and the Baltic countries, these high levels are mainly driven by collective bargaining agreements outside the firm (i.e. national or sectoral, rather than more decentralised firm-level agreements). Meanwhile, Ireland, Estonia, Latvia and Lithuania have collective bargaining coverage substantially below the euro area average (i.e. below 20%). Among the non-euro area EU Member States, Bulgaria, Hungary, Poland and the United Kingdom have lower proportions of workers covered by collective pay agreements, while Romania and Croatia have higher proportions.

            
               
                  Using the WDN firm-level dataset, this box reports estimates of the wage response to changes in the level of demand and the impact of wages on employment during a negative demand shock.
               
               
                  [19]
                By pooling the data across the 25 countries, and using ordered probit models, wage and employment responses at the aggregate EU level can be estimated.
                  [20]
                As regards wages, the WDN survey allows five different outcomes when firms state what happened to their nominal base wages during the period 2010-2013, namely: strong decrease, moderate decrease, unchanged, moderate increase and strong increase. The wage specification also includes various explanatory variables such as the share of workers covered by a collective pay agreement, and developments in demand (all five categories).
                  [21]
               
            

            
               
                  Focussing on the heterogeneous responses of wages to changes in demand, econometric results indicate asymmetric demand elasticities for wages which suggests downward nominal wage rigidity.
               
               
                  [22]
                Chart B shows that the rise in the probability of downward base wage responses to a decrease in demand is significantly smaller than the rise in the probability of an upward wage response to an increase in demand (i.e. wages are more rigid downwards than upwards). Furthermore, a strong or moderate fall in demand significantly increases the probability that base wages will remain unchanged, whereas one might expect such decreases in demand to actually reduce wages. This is further evidence of downward nominal wage rigidity, as the distribution of changes in wages starts to bunch around unchanged base wages when demand falls. By contrast, when there is a moderate or strong increase in demand there is a lower probability of base wages remaining unchanged.

            
               
                  Evidence of downward nominal wage rigidity is also indicated in the estimates in Chart C (Panel A) with collective bargaining agreements reducing the probability of downward wage adjustment.
               
               
                  [23]
                The higher the proportion of employees in the company who are covered by a collective bargaining agreement, the lower the probability of a wage reduction and the higher the probability of a wage rise. Given the aforementioned wide range of collective bargaining coverage across euro area countries, this result also implies significantly more downward nominal wage rigidities in countries with higher shares of employees covered by collective pay agreements.

            
               Chart B

               Estimated wage responses to various developments in demand

               (decimals; increase in the probability of a change in wages)

               
                  
               

               Sources: Marotzke et al. (2016).

               Notes: Estimates based on ordered probit estimation methods (i.e. marginal effects on the probability of observing the outcome). The chart shows, for various developments in demand, the estimated probability of a certain wage development compared with the reference category of unchanged demand. For instance, the far left hand side column shows that the estimated probability of a strong decrease in wages given a strong decrease in demand is 1.6 percentage points higher than when demand is unchanged (see Table 3 of the source for further details). All parameters are statistically significant, mostly at the 1% level based on robust standard errors.

            

            However, downward wage rigidities, such as the asymmetric wage behaviour highlighted in Chart B, may also be due to other factors – possibly unrelated to collective bargaining – such as employers fearing that wage cuts may reduce employees’ motivation and have a negative impact on productivity.
                  [24]
               
            

            
               
                  Estimation results also point to a negative effect of downward wage rigidities on employment (Chart C, Panel B).
                The impact of wage adjustments on employment also proves to be significant. The probability that employment will fall or remain unchanged is significantly lower when wages decrease (compared to the reference category of unchanged base wages). The probability of an increase in employment is accordingly raised if wages decrease. By contrast, if wages increase, the probability of a decrease in employment is higher (compared to the reference category of unchanged base wages).

            
               
                  Overall, the study presented in this box confirms that wage rigidities in Europe during the period 2010-13 were associated with more negative employment developments.
                First, collective pay agreements seem to reduce the probability of downward wage adjustment; second, the rise in the probability of downward wage responses to a decrease in demand was significantly smaller than the rise in the probability of an upward wage response to an increase in demand (i.e. suggesting downward wage rigidities and asymmetric wage behaviour).
                  [25]
                Finally, the results point to a negative effect of downward wage rigidities on employment at firm level.

            
               Chart C

               Wage and employment responses to collective pay agreements and wage dynamics

               (decimals; change in probability of a change in wages (Panel A); change in probability of a change in employment (Panel B))

               
                  
               

               Sources: Marotzke et al. (2016).

               Notes: Estimates based on instrumental variable ordered probit estimation methods (marginal effects on the probability of observing the outcome). Panel A shows how the estimated probability of a certain wage development changes when the share of employees covered by a collective wage agreement rises. The marginal effects on the probability of observing a change in wages are in absolute terms and not in comparison to a reference category. Results are based only on firms experiencing a fall in demand, but parameters and results are very similar for the whole sample of firms and all five categories of demand. Panel B shows, for various wage developments, the estimated probability of a certain development in employment compared with the reference category of unchanged wages. All variables are statistically significant at 1% based on robust standard errors.

            

            
               
                  From a policy perspective, collective bargaining seems to contribute to downward wage rigidities which, in turn, may exacerbate employment losses during recessions.
                During the crisis, some euro area countries introduced reforms which provided firms with more options to move towards wage bargaining at firm level and away from more centralised collective bargaining agreements which tie the firm to national, regional or sectoral wage agreements. Part of the motivation for this is to allow firms to negotiate wage agreements which are more closely related to the specific economic conditions faced by the firm. Other results from the WDN survey have shown that reforms of collective bargaining agreements along these lines have made it easier for firms to adjust wages.
                  [26]
                Accordingly, further reforms in this direction may be beneficial for euro area countries and could have the potential to reduce job losses in any future downturns.

         
         
            
               
                  
                     
                        4 The role of energy base effects in short-term inflation developments

                  

               

            

            
               
                  The current increase in headline HICP inflation is largely due to higher energy price inflation. 
               HICP inflation increased to 1.1% in December 2016 from 0.6% in the previous month. This was largely due to an almost four percentage point surge in energy price inflation between November and December 2016. This surge reflected two factors: a strong month-on-month increase in energy prices and a sizeable upward base effect. This box shows that base effects will also play an important role in driving HICP inflation at the start of 2017.

            
               
                  The recent decision by oil producing countries to reduce supply has led to a surge in the price of oil.
               
               
                  [27]
                Between November and December oil prices increased by about 20% in euro terms, and this was quickly transmitted to the fuel components of HICP energy inflation (see Chart A). However, most of the increase in the annual rate of change in energy prices in December 2016 came from an upward base effect. Base effects are the extent to which the change from one month to the next in the year-on-year rate of inflation can be explained by the “dropping out” from the price index of an atypical month-on-month change 12 months earlier, in this case in December 2015.

            
               Chart A

               Oil prices and HICP energy inflation

               (EUR per barrel and annual percentage changes)

               
                  
               

               Sources: Bloomberg and Eurostat.

            

            
               
                  Energy base effects will have a strong impact on the development of HICP inflation in the coming months. 
               The quantification of base effects is subject to a degree of uncertainty, as there is no single way to compute the impact of an atypical month-on-month change. In past analyses reported in the ECB’s Economic Bulletin or Monthly Bulletin, this impact has been computed by subtracting the actual month-on-month change from the typical movement (i.e. an estimated seasonal effect and a “trend”, quantified as the average month-on-month change since the mid-1990s).
                  [28]
                Chart B shows the estimated contribution of base effects from the energy component to the change in the annual HICP inflation rate from one month to the next which will occur in 2017. It is estimated that this contribution will be positive up to February 2017, rather muted in March and April and negative in May and June. The second half of 2017 will also be characterised by a succession of positive and negative base effects. The cumulative impact on overall HICP inflation of base effects in energy inflation is always shown relative to a specific reference month. For example, relative to the annual headline inflation rate in December 2016, the cumulative impact on headline HICP inflation of energy base effects will amount to over 0.4 percentage point in February 2017. However, as base effects will be predominantly negative in the following months, the cumulative impact on headline HICP inflation will be negligible by December 2017.

            
               Chart B

               Contribution of energy price base effects to developments in HICP inflation

               (percentage point contributions)

               
                  
               

               Source: ECB calculations. 

            

            However, when assessing the impact of base effects on likely outcomes of energy and headline HICP inflation in the period ahead, it must also be borne in mind that future annual rates of inflation will, of course, also depend on actual month-on-month changes in energy prices in the intervening period, which will, in turn, largely reflect developments in crude oil prices at the time. Clearly, the strong increase in oil and energy prices since December 2016 will have an upward impact on changes in HICP inflation in early 2017 in addition to the cumulative impact of energy base effects of over 0.4 percentage point by February 2017.

         
         
            
               
                  
                     
                        5 What has been driving developments in professional forecasters’ inflation expectations?

                  

               

            

            
               
                  The period after 2012 was characterised by a fall in HICP inflation that was both marked and largely unexpected. 
               HICP inflation fell more or less continuously from rates of above 2% to around -0.5% in early 2015, and remained at very low rates until mid-2016 (see Chart A). The magnitude and sustained nature of this fall led to successive errors in projections for the inflation outlook across the forecasting community, including in Eurosystem and ECB staff macroeconomic projections. This box looks at the nature and possible sources of the revisions to the aggregate inflation expectations in the ECB’s Survey of Professional Forecasters (SPF).
                  [29]
               
            

            
               Chart A

               HICP inflation and various vintages of SPF HICP inflation expectations

               (annual percentage changes; grey lines: 12-month, 24-month and five-year expectations from successive SPF rounds; blue line: actual HICP inflation) 

               
                  
               

               Sources: Eurostat and ECB calculations based on SPF results.

            

            
               
                  The fall in HICP inflation has been accompanied by successive downward revisions to SPF inflation expectations. 
               These downward revisions were greatest for near-term inflation expectations, implying at first a steepening in the profile for expected inflation (see Chart A). From 2015 onwards, the expected path of inflation stopped steepening, and instead started shifting further out, as inflation remained low. Longer-term expectations (five years ahead) also fell, but more modestly, standing at 1.8% on average since the first quarter of 2016, compared to an average of 2.0% in 2012. The factors driving changes in near-term and longer-term inflation expectations are likely to be different, and other data from the SPF can shed light on these different drivers. These data, collected since the early 2000s, include forecasters’ assumptions regarding the oil price and the euro/dollar exchange rate, and their wage growth expectations.

            
               
                  The main source of revisions to the near-term inflation outlook is likely to have been the decline in oil prices.
                For much of the period of recurring inflation over-predictions, aggregate SPF oil price expectations, in euro terms, consistently turned out to be too high (see Chart B). Information from a special questionnaire suggests that professional forecasters’ oil price expectations are, to a reasonable extent, informed by futures prices.
                  [30]
                This is also the technical assumption in the Eurosystem/ECB macroeconomic projections, and accounted for a large part of the Eurosystem/ECB HICP projection error in recent years.

            
               Chart B

               Brent oil price and various vintages of SPF oil price expectations

               (EUR per barrel; grey lines: forecasters’ assumptions from successive SPF vintages for the following four quarters and, where available, the calendar-year averages for one and two years after the survey; blue line: actual oil price)

               
                  
               

               Sources: Bloomberg, BIS and ECB calculations based on SPF results.

               Note: The latter part of each SPF forecast is plotted assuming that the value reported for the final year, as a whole, applies to each quarter of that year.

            

            
               
                  Shocks to oil price expectations have typically had a significant bearing on near-term inflation expectations, but little influence further out. 
               Oil prices can affect inflation both directly, through the energy components of HICP, and indirectly, through the effect on production costs more generally. However, unless oil price developments trigger second-round effects, their direct and indirect effects should fade within a horizon of five years.
                  [31]
                The panels in Chart C show that the strength of the relationship between changes in SPF expectations for oil prices and for inflation decreases as the forecast horizon increases. On average, a 10% increase in the one-year-ahead euro oil price expectation has been associated with a 0.1 percentage point increase in the one-year-ahead HICP inflation expectation, but there is no meaningful relationship between oil price expectations and five-year-ahead inflation expectations.

            
               Chart C

               Changes in SPF expectations for the euro oil price and for HICP inflation

               (percentage points; x-axis: quarter-on-quarter change in the one-year-ahead expected oil price; y-axis: quarter-on-quarter change in expected inflation at three different horizons)

               
                  
               

               Sources: ECB calculations based on SPF results.

               Note: Based on a sample period from 2002 to 2016.

            

            
               
                  In the last few years, there has also been little relation between longer-term inflation expectations and actual inflation trends.
                Longer-term inflation expectations fell from around 2.0% to around 1.8% in the course of 2013 and 2014. Since the start of 2015, however, longer-term inflation expectations have been stable, despite a significant decline in five-year average HICP inflation (see Chart D).

            
               Chart D

               Five-year-ahead SPF expectations for inflation and wage growth

               (annual percentage changes)

               
                  
               

               Sources: Eurostat and ECB calculations, based on SPF results.

            

            
               
                  Similarly, the decline in longer-term expectations for growth in compensation per employee was much less than the fall in the corresponding five-year average.
                Furthermore, growth in compensation per employee turned out weaker than expected in either the SPF or the Eurosystem/ECB macroeconomic projections. It is likely that the SPF and Eurosystem/ECB forecast errors were both driven by a similar set of factors, such as: underestimation of labour market slack; higher wage flexibility, in view of the depth of the crisis and following structural reforms in labour markets; a larger increase in low productivity jobs; and effects of the low inflation environment.
                  [32]
               
            

            
               
                  Overall, the SPF continues to show that longer-term HICP inflation expectations remain anchored. 
               In the survey for the first quarter of 2017, longer-term HICP inflation expectations remained at 1.8%, continuing the sideways movement seen since early 2015. This indicates that most SPF respondents expected that the past declines in inflation would probably be only temporary in nature. In turn, this may point to a perception among forecasters that the forceful monetary policy response of the ECB to low inflation has helped stabilise the outlook for price stability in the longer term.

         
         
            

            

            
               
                  
                     [1] 
                  A value of 100% would indicate that all sectors in all countries report positive growth, while a value of 0% would indicate declining activity in all sectors in all countries.

            

            
               
                  
                     [2] 
                  See also the article “MFI lending rates: pass-through in the time of non-standard monetary policy” in this issue of the Economic Bulletin.

            

            
               
                  
                     [3] 
                  See Cooper, R. and John, A., “Coordinating Coordination Failures in Keynesian Models”, The Quarterly Journal of Economics, Vol. 103, 1988, pp. 441-463.
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                  See Schleifer, A. and Vishny, R., “The Efficiency of Investment in the Presence of Aggregate Demand Spillovers”, Journal of Political Economy, Vol. 96, 1988, pp. 1221-1231.
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