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1 Introduction

Inflation is on the rise. An uplift in inflationary pressures has been increasingly evident in recent months and quarters in most advanced economies around the world. Measurements of underlying inflation (which largely exclude pandemic related effects and volatile items) have also picked up while inflation risks have increased as evident from survey measures of long-term inflation expectations. U.S. with inflation is at at 40-year highs, sparking a debate about whether high inflation is on the way back after years of playing dead. If inflationary pressures turn out to be more permanent, this may lead to higher underlying trend inflation. What would be the impact of higher trend inflation on real economic activity in the long-run?

Answering this question requires understanding the long-run relationship between inflation and economic activity, dubbed the long-run Phillips curve (LRPC), which plays a cornerstone role in monetary economics. On the one hand, a vertical LRPC implies that the inflation rate is unrelated to the natural level of output (or the unemployment rate) and the central bank should therefore simply aim at keeping inflation low and stable because there is no long-run trade-off between the two variables. On the other hand, a positive relationship between inflation and output (or equivalently a negative relationship between inflation and the unemployment rate) in the long-run would open up the possibility of trading off a permanent increase in inflation for a permanent increase in output (or a permanent reduction in output). Is there such a tradeoff between inflation and output in the long run?

The answer is no, according to macroeconomics textbooks. These textbooks explain that while there is a short-run tradeoff between inflation and output (or the unemployment rate), this tradeoff disappears in the long run, so that the long-run Phillips curve is vertical at the natural level of output (or the natural rate of unemployment). The LRPC can shift if real forces shift this natural level, but inflation and monetary factors do not affect the LRPC, so that inflation and real economic activity are unrelated in the long-run. From the seminal works of Friedman (1968) and Phelps (1967) onwards, the idea that “inflation is a monetary phenomenon” is a central tenet of macroeconomic theory and of the inflation targeting monetary policy strategy of most western central banks.

The relationship between inflation and economic activity is therefore of paramount importance for monetary policymaking as most central banks, including the Federal Reserve and the European Central Bank, perceive price stability as the basis for long-term economic growth. While considerable effort has been devoted in the economics literature to investigate this relationship in the short-run, it might be very surprising to realize that (see discussion below): (i) little econometric work has been devoted to estimating the LRPC, and (ii) the New Keynesian framework, which has become a workhorse in both academia and central banks, might or might not imply a vertical LRPC, depending on the way nominal rigidities are modelled. This paper
tackles both issues by investigating the nature of the long-run relationship between inflation and economic activity using both reduced-form and structural macroeconomic models.

Regarding (i), a first contribution of the paper is to develop a new empirical framework to investigate the existence of a potential non-linear relationship between inflation and output in the long-run. The framework generalizes the Bayesian VAR with stochastic trends (see DelNegro et al., 2017; Johannsen and Mertens, 2021) to a piecewise linear case. From a methodological point of view, the functional form of the piecewise linear model depends on the latent processes (in our case trend inflation). Our theoretical contribution is to show that both the likelihood function and the posterior distribution of the latent states can be derived analytically. Therefore, in terms of efficiency our estimator is comparable to the case of linear models. More importantly, the piecewise linear framework allows us to test the idea that the long-run relationship between inflation and output can change nature depending on the level of trend inflation. The main result is the evidence in favor of a threshold level of trend inflation below which potential output is independent of trend inflation, and above which, instead, potential output is negatively affected by trend inflation. The threshold level of inflation is slightly below 4%, above which every percentage point increase in inflation is related to about 1% decrease in potential output per year. We can therefore define a new concept of output gap: “the long-run output gap” that is the deviation of potential output under positive trend inflation from its counterfactual level under zero trend inflation. We then show that the long-run output gap has been on average about negative 2% per year during the Great Inflation. Related to this point, we also discuss the implications of a negatively-sloped LRPC for the measurement of business cycles. Specifically, we show that neglecting the long-run relationship between inflation and output leads to more negative short-run output gap estimates in periods of high inflation, particularly the Great Inflation, thereby overstating the cyclical component of output fluctuations.

Regarding (ii), we look for a possible theoretical interpretation of this empirical reduced-form result. It is natural to start by asking whether the most standard workhorse New Keynesian (NK) framework can quantitatively reproduce the LRPC estimates of the BVAR. The canonical NK model does imply a non-linear LRPC (see Ascari and Sbordone, 2014) because positive trend inflation creates inefficient price dispersion due to nominal rigidities and hence reduces the natural level of output. The relevance of this non-linearity and the magnitude of the negative effect depend on the parameters of the model. Then, the question becomes empirical. Moreover, to verify the extent to which the New Keynesian model can reproduce the main features of the long-run relationship between inflation and output found in the BVAR analysis, we need to extend the model by allowing for time variation in steady state inflation. Allowing

1We use the terms ‘natural level of output’, ‘potential output’, ‘steady state output’ as indicating the same object: the long-run level of output. Furthermore, we will use as synonymous the terms ‘trend inflation’, ‘inflation target’ and ‘steady state inflation’.
trend inflation to vary every period is a non-trivial modification of the baseline model, both
due to the steady state of the model becomes time-varying, and because the dynamics of the
model is affected non-linearly by the level of trend inflation. This paper, thus, generalizes to
a full NK model the work in Cogley and Sbordone (2008), who estimate the New Keynesian
Phillips Curve (NKPC) allowing for time variation in trend inflation, and thus in the NKPC
coefficients. A second contribution of the paper, thus, is to estimate the structural NK model
generalized by adding time-varying trend inflation and stochastic volatility. We develop an
econometric strategy suited for this problem, allowing us to jointly estimate the short-run
dynamics and the long-run relationship implied by the model. The model parameters and
the latent states are estimated using a Bayesian approach based on Sequential Monte Carlo
methods. In particular, we use the econometric strategy for parameter learning that combines
the approach of Carvalho et al. (2010), and the particle filter of Liu and West (2001), as in
Ascari et al. (2019).

The estimated Generalized New Keynesian (GNK) model reproduces very well the evidence
of the reduced-form BVAR model of a negative long-run relationship between inflation and
output. The LRPC is not vertical but negatively sloped and non-linear. In particular, it is
vertical for very low levels of inflation and then it exhibits an increasingly negative slope as
the long-run inflation rate increases above 3-4%. In terms of output losses, going from 2% to
4% inflation target causes an output loss of roughly about 0.65% per year. The effect is highly
non-linear such that a 5% and a 6% inflation target would imply an output loss (relative to 2%
target) of roughly 1.2% and 2% per year, respectively. The estimates are quite precise and they
are not statistically different from the one implied by the reduced-form piecewise linear BVAR
model, i.e. the estimated structural LRPC is within the credibility bands of the estimated
long-run relation between trend inflation and potential output from the BVAR. In addition,
the long-run output gap estimate from the structural model is quantitatively similar to the one
from the BVAR, with output cost estimates of about 1−3% per year during the Great Inflation.
From a medium to long-run perspective, these numbers are not negligible, even for low levels
of trend inflation if one looks at the cumulative losses over the years.

2Cogley and Sbordone (2008) structurally decompose inflation dynamics into a time-varying long-run com-
ponent (i.e., trend inflation) and a short-run one (i.e., the inflation gap given by the difference between inflation
and trend inflation). Their main finding is that time-varying trend inflation captures the low frequency variation
in the dynamics of inflation, while the short-run inflation gap fits well a purely forward-looking NKPC without
the need of any ad hoc intrinsic inertia.

3Fernández-Villaverde and Rubio-Ramírez (2007) present pioneering work on the estimation of non-linear or
non-Gaussian DSGE models, based on particle filtering within a Markov chain Monte Carlo scheme. The use
of Sequential Monte Carlo methods is less common in the literature. Exceptions are Creal (2007), Chen et al.

4This point is also made by Cobion et al. (2012) where they compare the large costs of ZLB episodes, which
are rare, to the small costs of a higher target, which are paid every period.
Related Literature. The famous correlation unveiled by Phillips (1958) was initially thought to imply a long-run negative tradeoff between (wage) inflation and unemployment (Phillips, 1958; Samuelson and Solow, 1960). As is well-known, the idea of a long-run tradeoff disappeared with the seminal papers by Friedman (1968) and Phelps (1967) that introduce the keystone concept of a natural rate of unemployment and a vertical LRPC. Early tests of the natural rate hypothesis (NRH) (e.g., Sargan, 1964; Solow, 1969; Gordon, 1970) were based on estimating a Phillips Curve using some distributed lags of inflation to capture expectations and then look at whether the sum on the inflation coefficients would add up to one.\footnote{See King and Watson (1994) and King (2008) for a comprehensive survey of the history of the debate over the nature of the Phillips curve in macroeconomic history in the ’70s and ’80s. See Karanassou and Sala (2010) and Svensson (2015) for a very recent investigation using a similar approach.} After these early times, the literature on testing the natural rate hypothesis is surprisingly slim, given its pivotal role in macroeconomics. King and Watson’s (1994) influential paper find the inflation and unemployment series to be $I(1)$ but no evidence of cointegration between them. Karanassou et al. (2005) is one of the first papers to cast doubt about the NRH.\footnote{Karanassou and Sala have a series of papers investigating the NRH for various countries and using different methods - GMM, VAR and chain-reaction theory (CRT) - see Karanassou and Sala (2010) and Karanassou et al. (2010) for a survey of these works.} Beyer and Farmer (2007) cannot reject the assumption of $I(1)$ for inflation and unemployment, but, unlike King and Watson (1994), they find that the low frequency comovements are stable and cointegrated across the whole sample. They interpret their finding as evidence against the NRH. Even more surprisingly, they find that the cointegrating vector in their VECM model implies a positive long-run relationship between inflation and unemployment, contrary to the famous Phillips (1958) negative correlation. Berentsen et al. (2011) reports a positive correlation between the low frequency (filtered) component of inflation and unemployment. Haug and King (2014) corroborate this suggestive evidence using more advanced time-series methods for filtering. A recent paper by Ait Lahcen et al. (2021) uses cross-country panel data from the OECD countries to document that the positive correlation between long-run anticipated inflation and unemployment is state-dependent, i.e., it is higher when unemployment is higher. This is consistent with our findings. Benati (2015) conducts SVAR analysis on U.S. data and concludes that there is no evidence in favour of a non-vertical LRPC. However, the uncertainty surrounding the estimates is so large that is not possible to reject an alternative view, where he meant a negative relationship.

We add to this literature in many dimensions. First, we employ a different methodology based on the BVAR analysis with stochastic trends, thereby providing a multivariate trend-cycle decomposition. Second, we provide a methodological contribution as we generalize this approach to a non-linear setting. While the non-linear approach is necessary to identify a threshold value of trend inflation that tilts the long-run relationship between inflation and output, it is also justified by the difficulties in estimating this relationship, as flagged by Beyer and Farmer...
(2007) and Benati (2015). Beyer and Farmer (2007) estimate the model over two different sub-
samples because of parameter shifts. Benati (2015) discusses the difficulties in identifying this
long-run relationship because of changing inflation dynamics due to different monetary policy
regimes (Benati, 2008). The possibility of identifying the LRPC depends on the inflation process
displaying permanent variations, i.e., a unit root. However, inflation persistence changed quite
dramatically during the post-WWII sample in the U.S. data, and the Great Inflation might be
the only period that allows identification of the LRPC. Finally, we also estimate a structural
model providing theoretical underpinnings to the empirical analysis.

Regarding theory, first, it is well-known that the GNK model delivers a negative relationship
between steady state inflation and output (Ascari, 2004; Ascari and Sbordone, 2014). Hence, it
is natural to work with the workhorse NK model which is at the core of the modern analysis of
business cycle and monetary policy. Second, given the complexity of the estimation procedure,
we estimate a relatively small-scale version of this model with flexible wages and no role for
capital. Third, the cost of steady state inflation is higher in the standard Calvo model compared
to alternative sticky price models, because it leads to a large level of inefficient price dispersion in
steady state. In particular, Nakamura et al. (2018) criticize the welfare costs of inflation implied
by the standard NK model. If price dispersion increases rapidly with inflation, then the absolute
size of price changes should also increase with inflation. However, they find no evidence of larger
absolute price changes in a dataset on pricing behavior during the Great Inflation period. The
frequency of price changes, instead, substantially increased, suggesting that state-dependent
sticky price models might be a more plausible mechanism to describe pricing frictions. Nakamura
et al. (2018) further show that the positive relationship between inflation and price dispersion is
very weak in their state-dependent pricing model, thus reducing the costs of inflation, as showed
in Burstein and Hellwig (2008). This is an important point and few comments are in order.
First, estimating a LRPC in a DSGE model with state-dependent prices and time varying trend
inflation is computationally challenging, if not infeasible. Second, while Nakamura et al. (2018)
focus on the comovement between actual inflation and price dispersion and on the short-run
welfare costs of inflation, we are concerned with long-run relationships. The estimated level of
trend inflation does not go as high as actual inflation in the sample, so the difference between
the welfare cost in a Calvo model and in a menu cost model is less dramatic than with a 2 digit
inflation rate. Moreover, the flat relationship between price dispersion and inflation in menu
costs model heavily depends on the fact that the model needs large idiosyncratic shocks to fit
the microdata. Third, recent works (e.g., Nakamura and Steinsson, 2010; Alvarez et al., 2016)
introduce a random opportunity of price change, hence a Calvo component, in the menu cost

Berentsen et al. (2011) uses an alternative approach based on search-and-matching frictions both in the good
and labor market to explain the positive correlation between long-run anticipated inflation and unemployment.
Ait Lahcen et al. (2021) builds on this model to explain the non-linearity in this relationship they find in the
OECD data. None of these papers is estimating the model.
model so the model could explain a mass of small price changes in the microdata. In such an augmented menu cost model, the difference with the Calvo model is bound to be smaller. Fourth, Sheremirov (2020) shows that microdata exhibit a positive comovement between inflation and the dispersion of regular prices - that is, excluding temporary sales - and that the Calvo model overstates this comovement, while the standard fixed menu cost model understates it. Moreover, Sheremirov (2020) suggests that a Calvo model with sales is the only one able to replicate the relation between inflation and price dispersion in the microdata. Importantly for us, he shows that: (i) the inflation cost of business cycles is 40% higher in his favourite model compared to the standard Calvo model, leading to a lower optimal inflation rate; (ii) the shape of the output response to monetary policy shock in the Calvo model with sales is similar to the standard one without sales, suggesting that the implied short-run dynamics of the Calvo model is a good approximation for aggregate variables. Moreover, a recent paper by Abbritti et al. (2021) insert in a standard Calvo-type a New Keynesian (NK) framework endogenous growth, a frictional labor market and downward wage rigidity. The model yields a long-run trade-off between output growth and inflation and consumption equivalent welfare losses of deviation from the optimal inflation target that are a multiple of those associated with traditional models, because endogenous growth magnifies the trade-off between price distortions and output hysteresis.

Finally, and most importantly, we show that our estimated GNK model is able to reproduce the LRPC estimated with the reduced-form BVAR analysis. Therefore, it is able to capture the long-run tradeoff between inflation and output in the aggregate data, despite not capturing the richness of the microdata behaviour, while a menu cost model might have more hard time in matching the reduced form empirical evidence in aggregate data. The Calvo model thus seems to be a good approximation not only for capturing aggregate short-run dynamics (see Kehoe and Midrigan, 2015; Sheremirov, 2020), but also aggregate key long-run relationships.

The paper proceeds as follows. The next section presents the reduced form BVAR methodology along with the estimated long-run Phillips curve. The section introduces the notion of the long-run output gap and shows its estimates from the BVAR and also discusses the implications for business cycle measurement arising from a non-linear LRPC. Section 3 presents the structural GNK model, the estimation methodology and the estimation results. The section documents that a canonical NK model with time-varying trend inflation implies an estimated LRPC that is both qualitatively and quantitatively in line with the BVAR analysis. Finally, Section 4 concludes.

2 A time series approach

We propose a time series model that is tailored to the purpose of estimating the long-run Phillips curve. As in Del Negro et al. (2017) and Johanssen and Mertens (2021), we express a VAR
in deviations from time varying trends that we interpret as the long-run components of the respective variables. The methodology is a generalization of the steady state VAR by Villani (2009) and is a trend-cycle decomposition in which the dynamics of the cyclical components are described by an unrestricted VAR, but the long-run trends have a structure inspired by economic theory.

More formally, indicate with $X_t$ a $n \times 1$ vector of observed variables at time $t$. We define $\bar{X}_t$ as the long-run component of $X_t$. This interpretation follows from the assumption that the deviations ($X_t - \bar{X}_t$) have stable dynamics and unconditional expectations equal to zero. In particular these deviations are described by the following stable VAR:

$$A(L)(X_t - \bar{X}_t) = \epsilon_t$$

where $A(L)$ is a polynomial in the lag operator $L$ and $\epsilon_t \sim N(0, \Sigma_{\epsilon,t})$. We assume that the reduce form shocks $\epsilon_t$ have stochastic volatility:

$$\Sigma_{\epsilon,t} = B^{-1}S_t(B^{-1}S_t)'$$

with $S_t$ is diagonal and $B$ is lower triangular. Collecting the elements in the main diagonal of $S_t$ in the vector $s_t$, we follow the well-established literature (see for example Cogley and Sargent, 2005; Primiceri, 2005) by modeling the time variation in the volatilities as:

$$\log s_t = \log s_{t-1} + \nu_t \quad \nu_t \sim N(0, \Sigma_{\nu})$$

and we restrict $\Sigma_{\nu}$ to be diagonal.

The focus of our analysis is the long-run component $\bar{X}_t$ which is assumed to depend on a $(q \times 1)$ vector of latent variables $\theta_t$:

$$\begin{cases}
\bar{X}_t = h(\theta_t) \\
\theta_t = f(\theta_{t-1}, \eta_t)
\end{cases} \quad (4)$$

where $h(\theta_t)$ and $f(\theta_{t-1}, \eta_t)$ are generic (potentially non-linear) functions, and $\eta_t$ is a vector of exogenous Gaussian shocks. In this way we can specify the dynamics of the long-run component in a sufficiently general way, and in particular we are going to use equation (4) to define a long-run Phillips curve.

---

8This approach has been recently used by Maffei-Faccioli (2020) and Ascari and Fosso (2021).
2.1 The model

We build a model for the GDP per capita $y_t$, the inflation rate $\pi_t$ and the nominal interest rate $i_t$. We use a bar over each respective variable to indicate its time-varying long-run component, e.g., $\bar{\pi}_t$ is the long-run component of inflation (trend inflation) at time $t$.

We assume that the potential output $\bar{y}_t$ can be decomposed in the sum of two components:

$$\bar{y}_t = y^*_t + \delta (\bar{\pi}_t)$$  \hspace{1cm} (5)

where $y^*_t$ is a trending component and $\delta (\bar{\pi}_t)$ is a function of trend inflation such that $\delta (0) = 0$. Then, we can interpret $y^*_t$ as the long-run level of output in case of zero trend inflation, and we assume it has the following dynamics:

$$y^*_t = y^*_{t-1} + g_{t-1} + \eta^y_t \sim N(0, \sigma^2_y)$$  \hspace{1cm} (6)

$$g_t = g_{t-1} + \eta^g_t \sim N(0, \sigma^2_g).$$  \hspace{1cm} (7)

The assumption about the trend component $y^*_t$ is quite standard in the literature, and as in Harvey and Todd (1983) and Clark (1987), we allow for both the slope and the level to change over time.\(^9\) We depart from the literature adding the explicit possibility of a relation between the long-run level of output and trend inflation: equation (5) is the long-run Phillips curve.

In particular, the function $\delta (\bar{\pi}_t)$ measures the long-run costs or benefits from having a positive trend inflation. We model it as a piecewise linear function:

$$\delta(\bar{\pi}_t) = \begin{cases} 
  k_1 \bar{\pi}_t & \text{if } \bar{\pi}_t \leq \tau \\
  k_2 \bar{\pi}_t + c_k & \text{if } \bar{\pi}_t > \tau.
\end{cases}$$  \hspace{1cm} (8)

With this assumption we allow for the slope of the long-run Phillips curve to change depending on trend inflation being higher or lower than a certain threshold $\tau$. The main advantage of using a piecewise linear setting is the availability of the analytical expression for the likelihood function, so that the efficiency of the estimator we propose is comparable to the one we use in case of linear models. Moreover, equation (8) is easy to interpret, and the posterior distribution of $\tau$ is a natural statistic to consider when reasoning about the potential costs or benefit from a positive level of trend inflation. We describe more formally how we propose to treat this simple class of models in Section 2.2.1, where we also discuss the pros and cons of this approach.

The long-run components of the other two variables in the model evolve as follows: trend...

\(^9\)In our specification the process for GDP is by assumption integrated of order 2. The more parsimonious option with $\sigma_y = 0$ has been extensively used in the literature (Watson, 1986; Kuttner, 1994; Planas et al., 2008). However, in the sample considered we find convenient to capture the slowdown in GDP as a slow moving decline in the growth rate of potential output (see also Maffei-Faccioli, 2020).
inflation dynamics are described by a random walk:

\[ \tilde{\pi}_t = \tilde{\pi}_{t-1} + \eta_t^\pi, \quad \eta_t^\pi \sim N(0, \sigma^2_{\pi}), \]  

and the nominal interest rate obeys the long-run Fisher equation:

\[ \tilde{i}_t = \tilde{\pi}_t + cg_t + z_t. \]  

As in Laubach and Williams (2003), we assume that the long-run real interest rate is a function of the growth rate of potential output \( g_t \) and of a component \( z_t \) that captures all the slow moving trends that might affect the natural rate of interest, but are not directly included in the model. In particular we assume that \( z_t \) also evolves as a random walk:

\[ z_t = z_{t-1} + \eta_t^z, \quad \eta_t^z \sim N(0, \sigma^2_z). \]

The model described above belongs to a general class of piecewise linear specifications in which equation (4) is written as:

\[
\begin{align*}
\dot{X}_t &= \bar{D}_t + H_t \theta_t \\
\theta_t &= \bar{M}_t + \bar{G}_t \tilde{\theta}_{t-1} + \bar{P}_t \eta_t
\end{align*}
\]

with \( \eta_t \sim N(0, \Sigma_{\eta,t}) \) and \( \bar{D}_t, H_t, \bar{M}_t, \bar{G}_t, \bar{P}_t \) are matrices of appropriate dimensions that are functions of the latent vector \( \theta_t \). In particular, at each time \( t \) we have a finite number \( N \) of possibilities depending on the region to which \( \theta_t \) belongs:

\[
(\bar{D}_t, H_t, \bar{M}_t, \bar{G}_t, \bar{P}_t) = \begin{cases} 
(\bar{D}_{1,t}, H_{1,t}, \bar{M}_{1,t}, \bar{G}_{1,t}, \bar{P}_{1,t}) & \text{if } \theta_t \in \Theta_1 \\
(\bar{D}_{2,t}, H_{2,t}, \bar{M}_{2,t}, \bar{G}_{2,t}, \bar{P}_{2,t}) & \text{if } \theta_t \in \Theta_2 \\
\vdots & \\
(\bar{D}_{N,t}, H_{N,t}, \bar{M}_{N,t}, \bar{G}_{N,t}, \bar{P}_{N,t}) & \text{if } \theta_t \in \Theta_N
\end{cases}
\]

where \( \Theta_1, \Theta_2, \ldots, \Theta_N \subseteq \Theta \) is a partition of the support of \( \theta_t \). The time subscript on the right-hand side of (13) indicates that the groups of matrices do not have to be the same at each time \( t \): the important assumption is that we always have a finite number of options so that the model is piecewise linear.

In our case the variable \( \dot{X}_t \) contains the long-run components of GDP per capita, inflation rate and the nominal interest rate. Moreover, \( \bar{D}_t = 0 \ \forall t \) and \( H_t = H \) is a constant matrix.

---

10 A large part of the literature also assumes stochastic volatility for the shock to trend inflation (see Stock and Watson, 2007, 2016; Mertens, 2016; Mertens and Nason, 2020). We make this assumption for the structural model of Section 3.
Finally, the latent vector $\theta_t$ contains trend inflation $\bar{\pi}_t$, potential output $\bar{y}_t$, the growth rate of long-run output $g_t$ and the residual component of the long-run real interest rate $z_t$ (see the Appendix for a detailed description).

2.2 Empirical strategy

We use a Bayesian approach to estimate the joint posterior distribution of the unknown parameters and latent processes:

$$p(\theta_t, s_t, A(L), \Psi_B, \Psi_X, \Psi_\theta, \tau, \Sigma_\nu, \Sigma_\eta|X_{1:T})$$

(14)

where $\Psi_B$ is the set of parameters of the matrix $B$ in equation (2), and $\Psi_X, \Psi_\theta$ are the set of parameters of the matrices in the respective equations of system (12). In terms of notation, a subscript $s : t$ indicates the collection of values from time $s$ to time $t$, and $T$ is the sample size such that $X_{1:T}$ denotes the complete data set available for the analysis.

The posterior distribution (14) is approximated through particle filtering: we combine the particle learning approach by Carvalho et al. (2010) with the methodology by Liu and West (2001). Particle filtering is a convenient choice to estimate both linear and non-linear models, and recent applications include Ascari et al. (2019) and Mertens and Nason (2020). Note that the model described above is non-linear due to the dependency of the matrices in (12) the latent processes, i.e., $\theta_t$, and the presence of stochastic volatility, i.e., $s_t$. It is important to distinguish these two sources of non linearity: conditional on the volatility processes, the model is piecewise linear and below we describe a convenient way to treat this class of models.

2.2.1 The posterior distribution of piecewise linear models

Similar to the case of linear models, we are able to derive the full conditional posterior distribution of the latent vector $\theta_t$ (considering all the parameters and the stochastic volatility processes as given). However, we still have one caveat: the posterior distribution at time $t$ is equal to the weighted sum of $2^t$ distributions. Although all the addenda can be computed analytically, the number quickly becomes too big, thus making the overall computation subject to the curse of dimensionality. The following simple example clarifies this point.

A simple example

Consider the case in which $X_t$ is univariate and $\theta_t$ only contains the trend inflation $\bar{\pi}_t$. Moreover, for simplicity, assume that there are no lags and that errors are homoscedastic. Equation (1) becomes:

$$X_t = H_t \bar{\pi}_t + \epsilon_t \quad \epsilon_t \sim N(0, \sigma^2_t)$$

(15)
where $H_t$ is now a scalar such that:

$$
H_t = \begin{cases} 
H_1 & \text{if } \bar{\pi}_t \leq \tau \\
H_2 & \text{if } \bar{\pi}_t > \tau.
\end{cases}
$$

(16)

Assume that before observing any data, trend inflation at time zero is distributed as a Normal: $\bar{\pi}_0 \sim N(m_0, C_0)$, so the predictive density is:

$$
\bar{\pi}_1 \sim N(a_1, R_1), \quad a_1 = m_0, \quad R_1 = C_0 + \sigma_\pi^2.
$$

(17)

When the first data $X_1$ arrives, we can compute the posterior distribution of $\bar{\pi}_1$, which is given by the sum of two addends:

$$
p(\bar{\pi}_1|X_1) = p(\bar{\pi}_1|\bar{\pi}_1 \leq \tau, X_1) \Pr(\bar{\pi}_1 \leq \tau|X_1) + 
p(\bar{\pi}_1|\bar{\pi}_1 > \tau, X_1) \Pr(\bar{\pi}_1 > \tau|X_1).
$$

(18)

Let’s consider the first addend: it is the product of a density function and a probability. In order to compute $p(\bar{\pi}_1|\bar{\pi}_1 \leq \tau, X_1)$ it is convenient first to treat the model “as if” it were linear ($H_t = H_1 \forall t$), and subsequently apply the truncation. The joint distribution of $(\bar{\pi}_1, X_1)$ from the auxiliary “unrestricted” model is:

$$
\begin{pmatrix} \bar{\pi}_1 \\ X_1 \end{pmatrix} \sim N \left( \begin{pmatrix} a_1 \\ H_1 a_1 \end{pmatrix}, \begin{pmatrix} R_1 & H_1 R_1 \\ H_1 R_1 & H_1^2 R_1 + \sigma_\epsilon^2 \end{pmatrix} \right).
$$

(b)

Then, truncating $\bar{\pi}_1$ below $\tau$ we have:

$$
(\bar{\pi}_1|\bar{\pi}_1 \leq \tau, X_1) \sim TN \left( m_1^b, C_1^b; \bar{\pi}_1 \leq \tau \right),
$$

(19)

which is a truncated Normal distribution with parameters $m_1^b$ and $C_1^b$:

$$
m_1^b = a_1 + H_1 R_1 \left( H_1^2 R_1 + \sigma_\epsilon^2 \right)^{-1} (X_1 - H_1 a_1)
$$

(20)

$$
C_1^b = R_1 - H_1^2 R_1^2 \left( H_1^2 R_1 + \sigma_\epsilon^2 \right)^{-1}.
$$

(21)

We proceed analogously for the case: $\bar{\pi}_1 > \tau$, and we get:

$$
(\bar{\pi}_1|\bar{\pi}_1 > \tau, X_1) \sim TN \left( m_1^a, C_1^a; \bar{\pi}_1 > \tau \right),
$$

(22)
where

\[ m_I^b = a_1 + H_2 R_1 \left( H_2^2 R_1 + \sigma_\epsilon^2 \right)^{-1} (X_1 - H_2 a_1) \]  \hspace{1cm} (23)
\[ C_1^a = R_1 - H^2 R_1 \left( H_2^2 R_1 + \sigma_\epsilon^2 \right)^{-1}. \]  \hspace{1cm} (24)

Finally, we need to compute the probabilities \( \Pr(\bar{\pi}_1 \leq \tau | X_1) \) and \( \Pr(\bar{\pi}_1 > \tau | X_1) \). Since the distribution (b) is multivariate Normal, the marginal density \( p(X_1 | \bar{\pi}_1 \leq \tau) \) is a Skew Normal distribution (Azzalini, 1985). Following Arellano-Valle et al. (2002), we can write it as:

\[ p(\tau \leq \bar{\pi}_1 \leq \tau | X_1) = \frac{p^b(X_1) \Pr^b(\bar{\pi}_1 \leq \tau | X_1)}{\Pr(\bar{\pi}_1 \leq \tau)}, \]  \hspace{1cm} (25)

where the superscript \( b \) indicates that the density and the probability at the numerator are computed through the auxiliary distribution (b):

\[ p^b(X_1) = \phi \left( X_1; H_1 a_1, H_2^2 R_1 + \sigma_\epsilon^2 \right) \]  \hspace{1cm} (26)
\[ \Pr^b(\bar{\pi}_1 \leq \tau | X_1) = \Phi \left( \tau; m_I^b, C_1^a \right). \]  \hspace{1cm} (27)

For notation, \( \phi(x; \mu, \sigma^2) \) denotes the probability density function of a Normal distribution with mean \( \mu \) and variance \( \sigma^2 \) evaluated at \( x \), and \( \Phi(x^*; \mu, \sigma^2) \) is its cumulative density function evaluated at \( x^* \).

To avoid confusion, note that the probability we are interested in is: \( \Pr(\bar{\pi}_1 \leq \tau | X_1) \neq \Pr^b(\bar{\pi}_1 \leq \tau | X_1) \). However, from (25) we have:

\[ \Pr(\bar{\pi}_1 \leq \tau | X_1) \propto p^b(X_1) \Pr^b(\bar{\pi}_1 \leq \tau | X_1). \]  \hspace{1cm} (28)

With an analogous reasoning, \( \Pr(\bar{\pi}_1 > \tau | X_1) \propto p^a(X_1) \Pr^a(\bar{\pi}_1 > \tau | X_1) \), where \( p^a(X_1) = \phi \left( X_1; H_2 a_1, H_2^2 R_1 + \sigma_\epsilon^2 \right) \) and \( \Pr^a(\bar{\pi}_1 > \tau | X_1) = 1 - \Phi \left( \tau; m_I^a, C_1^a \right) \).

We have now derived the analytical expression for the posterior distribution of \( \bar{\pi}_1 \) given the first observation \( X_1 \). Figure (1) shows it together with the distribution of \( \bar{\pi}_0 \), using a calibration made-up for explanatory purposes.\(^{11}\) While the distribution of trend inflation at time 0 is a Normal, after observing \( X_1 \) the posterior (18) is a mixture of two truncated Normal distributions.

To compute the posterior distribution of trend inflation at time 2, let’s start again from the predictive density: \( p(\bar{\pi}_2 | X_1) = p(\bar{\pi}_2 | \bar{\pi}_1 \leq \tau, X_1) \Pr(\bar{\pi}_1 \leq \tau | X_1) + p(\bar{\pi}_2 | \bar{\pi}_1 > \tau, X_1) \Pr(\bar{\pi}_1 > \tau | X_1) \).

\(^{11}\)The figure is obtained setting \( m_0 \) equal to 3; \( C_0 \) equal to 1; \( \tau \) equal to 4; \( k_1 \) and \( k_2 \) equal to 1.1 and 0.9 respectively; \( \sigma^2_\epsilon \) equal to 0.5 and \( \sigma^2_\epsilon \) to 1. The realization of \( X_1 \) is 4.3.
Figure 1: Prior distribution of $\bar{\pi}_0$ and posterior distribution of $\bar{\pi}_1$.

$p(\bar{\pi}_2|X_1, X_2)$ will be a mixture of four components. Using the same reasoning it is clear that the posterior at time $t$ is a mixture of $2^t$ distributions, so the computation quickly becomes infeasible.

We propose to tackle the curse of dimensionality with a particle filtering strategy. Assume that at time $t-1$ we have a set of $N$ particles $\left\{\bar{\pi}^{(i)}_{t-1}\right\}_{i=1}^N$ that approximate $p(\bar{\pi}_{t-1}|X_{1:t-1})$, where the superscript $(i)$ indicates the $i^{th}$ particle. For each particle, conditioning on the value of trend inflation at $t-1$, the posterior distribution at time $t$ consists of a mixture of only two distributions. This solution appears natural in our context, since the presence of stochastic volatility represents an additional source of non-linearity that would suggest the use of a particle filtering strategy in any case.

At this stage, it is important to stress that estimating a piecewise linear model is comparable, in terms of efficiency, to the more common linear case. Formally, in the implementation of the particle filter we will draw the values for latent vector $\vartheta_t$ from the so-called “optimal importance kernel”. A contribution of this paper is to show that the latter is also available for this simple class of piecewise linear models.

A fully adapted particle filter
Let’s consider again the general case and suppose the VAR in (1) has $p$ lags. The Appendix shows that we can write our time series model in the following state-space form:

\begin{align*}
Y_t &= D_t + F_t \vartheta_t + \epsilon_t \\
\vartheta_t &= M_t + G_t \vartheta_{t-1} + P_t \eta_t
\end{align*}

(29) 
(30)
where $Y_t$ is an observed vector of dimension $n \times 1$ and the latent vector $\vartheta_t = (\theta_t' \theta_{t-1}' \cdots \theta_{t-p}')'$. The matrices of the state-space (29) and (30) are functions of $\vartheta_t$ since they are constructed using the matrices in (13), so they can belong to different groups depending on the region to which $\vartheta_t$ belongs. In other words, the state-space model is piecewise linear and for now we are considering the case in which both the parameters and the volatility processes are known.

For our particle filter, we design a “resample - propagation” scheme following Pitt and Shephard (1999). Assume that at time $t - 1$ we have a set of $N$ particles $\{\vartheta_{t-1}^{(i)}\}_{i=1}^N$ that approximate $p(\vartheta_{t-1}|Y_{1:t-1})$, and we want to get an analogous set of particles $\{\vartheta_t^{(i)}\}_{i=1}^N$ to approximate $p(\vartheta_t|Y_{1:t})$. We propose the following fully adapted particle filter:

### Fully Adapted Particle Filter

At $t - 1$: $\{\vartheta_{t-1}^{(i)}\}_{i=1}^N$ approximate $p(\vartheta_{t-1}|Y_{1:t-1})$

1) **RESAMPLE**
   a) Compute $\tilde{w}_t^{(i)} \propto p \left( Y_t | \vartheta_{t-1}^{(i)}, Y_{1:t-1} \right)$
   b) Resample $\{\tilde{\vartheta}_{t-1}^{(i)}\}_{i=1}^N$ using $\{\tilde{w}_t^{(i)}\}_{i=1}^N$

2) **PROPAGATE**
   Draw $\vartheta_t^{(i)} \sim p \left( \vartheta_t | \tilde{\vartheta}_{t-1}^{(i)}, Y_{1:t} \right)$

In order to implement the filter, we need two distributions: the predictive density $p \left( Y_t | \vartheta_{t-1}^{(i)}, Y_{1:t-1} \right)$ for the resample step, and the posterior density $p \left( \vartheta_t | \tilde{\vartheta}_{t-1}^{(i)}, Y_{1:t} \right)$ for the propagation step. In the Appendix we derive the analytical expressions for both, showing that the former is a mixture of Skew Normal distributions, and the latter is a mixture of truncated Normal densities.

The state-space form (29) and (30) is quite general and it can be useful for a wide range of applications using likelihood-based methods. A common trade-off in the choice of the model specification is the following: on one hand it is desirable to estimate a fully non-linear model in order to reduce the misspecification. However, this task might result to be too difficult, or the approximation of the likelihood can be poor due to computational constraints. On the other hand, the linear approximation suffers from model misspecifications but has the advantage that the likelihood function can be computed analytically. In this trade-off, we propose a third option: the piecewise linear specification. The advantage of this choice is that it reduces the misspecification with respect to the linear case, while keeping the analytical availability of the likelihood (with the caveat of the curse of dimensionality, as explained above). The cost in this case is in the number of parameters to estimate, as clear from equation (13). The more the
number of intervals, the better the approximation, but the more the number of parameters to estimate. We lack of a formal criterion to choose an appropriate number of intervals. While we think this is an interesting question for future research, in this paper we opt for the simple choice of a single break.

### 2.2.2 A particle filtering approach for state and parameter learning

For the estimation of non-linear macroeconomic models there is a strong tradition that makes use of particle filters to get an approximation of the likelihood function in the context of Markov chain Monte Carlo methods, as pioneered by Fernández-Villaverde and Rubio-Ramírez (2007). In this paper, instead, the use of a particle filtering strategy directly aims at approximating the joint posterior distribution of the latent processes and the parameters, as expressed in (14).

We now describe the main features of our particle filter while having a more detailed explanation in the Appendix. The presence of stochastic volatility introduces another non-linearity in our model. However, as discussed above, conditional on the stochastic volatility processes, the model is piecewise linear and both the predictive density and the posterior distribution are available analytically. In other terms, we implement a marginalized particle filter to increase the efficiency of the estimator through the Rao-Blackwell theorem. In order to get draws of the stochastic volatility we simply use a “blind” distribution based on the dynamics of the stochastic volatilities in equation (A5).

To estimate the parameters we primarily use the particle learning approach by Carvalho et al. (2010). The methodology consists of augmenting the vector of latent processes with sufficient statistics for the full conditional distributions of the different parameters. This idea uses the same “Rao-Blackwellization” principle to increase the efficiency of the estimator. Unfortunately, we are not able to use it for all the parameters: in particular sufficient statistics are not available for the posterior distribution of \( \tau \). To estimate the latter, we use a mixture of Normal distributions, following Liu and West (2001).

The use of particle filters, and in general sequential Monte Carlo methods, to estimate the parameters of macroeconomic models is becoming more common. With respect to the more traditional approaches based on Monte Carlo Markov Chain (MCMC), sequential Monte Carlo (SMC) methods do not have the problems related to the convergence of the chain (which can be severe in case of non-linear models), and are much better at approximating multi-modal posterior distributions. Moreover, it is easy to exploit computational advantages from parallelization, especially in the era of multi-core processors.12

---

12See the discussion in Herbst and Schorfheide (2014).
2.3 Estimation

We estimate the model using three U.S. quarterly time series: per capita real GDP, (annualized) quarterly growth rate of the GDP deflator, and the Federal Funds rate, over the period 1960Q1–2008Q2. As discussed by Benati (2015), while the Great inflation period is crucial for the estimation of the long-run Phillips curve, more recent decades contain less relevant information. Hence, we choose to exclude post-2008 data from our sample to avoid all the technical issues related to the lower bound on the nominal interest rate.

2.3.1 Priors

The prior distribution of the parameters in the model for the long-run component $\bar{X}$ are reported in Table 1. According to our prior information the long-run Phillips curve is vertical: this is summarized by the choice of a Normal distribution with mean equal to 0 and standard deviation equal to 0.75 for both $k_1$ and $k_2$. The prior for the threshold $\tau$ is centered at 4, which is close to the average of inflation in our sample. This prior is quite informative because we want to avoid wasting effort in exploring unrealistic region of the support, especially considering the range of trend inflation estimates in the literature (see for example Cogley and Sbordone, 2008; Cogley et al., 2010a; Stock and Watson, 2016; Mertens, 2016; Mertens and Nason, 2020). The parameter $c$ governs the relation between the growth rate of potential output and the natural interest rate. While the empirical evidence in favor of this link has been debated (Hamilton et al., 2016), this relation can be derived from the Euler equation in a micro-founded structural model, and we make our prior consistent with logarithmic utility (the nominal interest rate is expressed in annual terms). The priors for the variances of the shocks to the long-run components are assumed to follow standard Inverse-Gamma distributions whose parameters are shown in Table 1. The short-run dynamics are described by the VAR in equation (1) for which we choose 4 lags. For the 36 parameters in $A(L)$, we use a standard Minnesota prior with the hyperparameter governing the overall tightness equal to 0.2, and the ones for the cross-variable tightness and lag length decay equal to 1. The prior for the matrices in equation (2) that decompose the covariance matrix $\Sigma_{\epsilon,t}$ is centered at the OLS estimates of the corresponding VAR with constant volatility. In particular, we assume an Inverse-Wishart distribution with 5 degrees of freedom and we consider the implied distributions for each coefficient. Finally, the variances of the shocks to the stochastic volatilities have an Inverse-Gamma prior with mean 0.02$^2$ and 5 degrees of freedom.

---

Data are from the FRED database available at: https://fred.stlouisfed.org.
We report the posterior median and the 90% probability interval in brackets

<table>
<thead>
<tr>
<th>Prior</th>
<th>Posterior</th>
<th>Parameter</th>
<th>Density</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Model L</th>
<th>Model PWL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_1$</td>
<td>Normal</td>
<td>0</td>
<td>0.75</td>
<td>-0.26</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[-0.71 0.16]</td>
<td>[-0.28 0.44]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_2$</td>
<td>Normal</td>
<td>0</td>
<td>0.75</td>
<td>-0.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[-1.27 -0.69]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\tau$</td>
<td>Normal</td>
<td>4</td>
<td>0.5</td>
<td>3.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[3.51 4.17]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c$</td>
<td>Normal</td>
<td>4</td>
<td>0.75</td>
<td>4.33</td>
<td>3.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[3.95 4.72]</td>
<td>[3.74 4.17]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma^2_\pi$</td>
<td>Inverse Gamma</td>
<td>0.2^2</td>
<td>10</td>
<td>0.17^2</td>
<td>0.32^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma^2_y$</td>
<td>Inverse Gamma</td>
<td>0.25^2</td>
<td>12</td>
<td>0.6^2</td>
<td>0.55^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma^2_g$</td>
<td>Inverse Gamma</td>
<td>0.01^2</td>
<td>12</td>
<td>0.012^2</td>
<td>0.011^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma^2_z$</td>
<td>Inverse Gamma</td>
<td>0.15^2</td>
<td>10</td>
<td>0.23^2</td>
<td>0.11^2</td>
</tr>
</tbody>
</table>

We estimate two specifications of our model: the linear case (Model L) in which we assume that the slope of the long-run Phillips curve is constant, and the piecewise linear case (Model PWL) where we allow for two different slopes, as extensively explained in the previous Section.\(^{14}\)

Table 1 reports the median and the 90% credibility interval of the posterior estimates for the parameters of the long-run components. We discuss two main results. First, our evidence suggests that the long-run Phillips curve is not vertical, but it is non-linear and negatively sloped. Second, the costs associated with higher long-run inflation were quite sizeable during the Great Inflation period. Hence, trend inflation is an important determinant of potential output.

The long-run Phillips curve is non-linear and negatively sloped

Considering the linear specification, the estimates of Model L are in line with the results in the existing literature, in particular with Benati (2015), providing no evidence against a vertical long-run Phillips curve. The posterior distribution of the slope parameter $k_1$ is concentrated around zero with a negative median.

\(^{14}\)We employ 200,000 particles for each time iteration of our particle filter, for both Model L and Model PWL.
Estimating the parameters of the model through particle filtering allows us to check how the parameters’ estimates evolve over the sample, depending on the available information. Figure 2 shows sequential inference for the slope coefficient $k_1$ of Model L. As a reference, we report the time series of annualized inflation in the top panel. While at the very beginning of the sample the median estimate moves more toward the positive side, when inflation starts fluctuating around 4% during the Seventies, then the posterior estimate of $k_1$ concentrates its mass more toward negative values. If we were to stop our estimation in the mid-1980s, we would get evidence of a negative relation between inflation and output in the long run. However, the evidence in favour of a non-vertical LRPC disappears when adding additional information. In particular, once we also include the Great Moderation in the sample, the estimate of $k_1$ moves back to zero.

This result suggests that there is specific informational content on the slope of the LRPC in different subsamples. In particular, when inflation is persistently high during the Great Inflation period, then the model captures a negative correlation between the long-run components of output and inflation. As stressed by Benati (2015), since this is the period in which inflation clearly exhibits a unit root, the relevant information for the identification of the slope of the LRPC comes from this sample. We deal with this identification problem allowing for non-linearity in Model PWL.

When we allow for the slope of the long-run Phillips curve to change, the estimation prefers to use this feature to interpret the data. While the estimate of $k_1$ remains around zero, the posterior distribution of $k_2$ has a median of $-0.98$ and the 90% probability interval lies entirely on the negative side. Note that the piecewise linear specification admits the linear model as a particular case. However, the estimation rejects this option as evident from Figure 3, which
Then, the first important result of our analysis is that the long-run Phillips curve is non-linear and negatively sloped. In our model the negative effects on output materialize when trend inflation is above the threshold value $\tau$, estimated to be slightly lower than 4%, above which every percentage point increase in trend inflation is related to about 1% decrease in potential output per year.

It is informative to look at the sequential inference about the slopes of the LRPC in the non-linear model just as we did for the linear case. Figure 4 shows how the median and the 90% probability interval of the posterior distribution of the $k$’s evolve recursively over the sample. In the first panel, we plot the (annualized) inflation and as well as the posterior probability interval of $\tau$ (dotted lines). The pattern of the posterior distribution of $k_1$ initially resembles the one in the linear model: it becomes slightly positive until the beginning of the Seventies when it reverts back toward zero. However, it does not move to the negative side. The model now has the option to let $k_2$ to capture the negative correlation between output and inflation. The persistent high inflation during this period makes trend inflation overcome the threshold and $k_2$ is confidently estimated to be negative. Figure 4 makes it clear why non-linearity is important to find evidence in favour of a non-vertical (and negatively sloped) LRPC.

Figure 5 shows the estimated long-run Phillips curve by plotting the deviation of potential output from its zero trend inflation counterfactual as a function of trend inflation. The 90% probability interval reflects the uncertainty around the parameters estimates. The LRPC is vertical when trend inflation is below the threshold $\tau$ and negatively sloped above. Note that the uncertainty around $k_1$ makes our results consistent both with models in which there is a positive optimal level of trend inflation (see Adam and Weber, 2019; Abbritti et al., 2021) and
Figure 4: Online inference of the slopes $k_1$ and $k_2$ - Piecewise linear model.
with frameworks in which the best value for trend inflation is zero.

Finally, it is important to stress that we interpret our piecewise linear model as an approximation to an underlying non-linear relation as the one we estimate in Section 3. This means that the value of the estimated threshold, while giving an important indication, does not have to be taken literally: trend inflation can imply potential output losses even below $\tau$, as clear from the figure.

**The long-run output gap**

While under a vertical long-run Phillips curve $\bar{y}_t$ is exactly equal to $y_t^*$ in (5), our estimates suggest that when trend inflation is above the threshold $\tau$, potential output $\bar{y}_t$ is different from $y_t^*$, i.e., the potential output under zero trend inflation. We call this difference the long-run output gap (see also the discussion at the end of Section 3.5). The estimates allow us to quantify the long-run output gap in our sample and to answer the following question: how much was the loss in potential output due to high trend inflation in the U.S. data?

Our estimate of trend inflation is reported in Figure 6. During the Great Inflation period the median reaches almost 7.5%, which induces substantial losses in potential output as shown in Figure 7. During the Great Inflation, the median of the output cost associated with the long-run Phillips curve had been on average about 2% per year and the maximum reached almost
This finding suggests that the non-linearity in the LRPC has important implications also for the measurement of the business cycle as the costs associated with higher trend inflation result in a decline in potential output. We discuss this point in further details below.

**Business cycle measurement: implications for the short-run output gap**

A negatively-sloped LRPC has important consequences for the measurement of business cycles. We find that assuming a vertical LRPC, that is imposing the absence of a relation between output and inflation in the long-run, leads to estimates of the short-run output gap with larger fluctuations. In particular, during the Great Inflation period, these traditional estimates of the short-run output gap tend to overstate the negative development of the business cycle.

First, we estimate a version of Model L presented in Section 2 but now we impose $k_1 = 0$, that is a vertical LRPC, rather than estimating $k_1$ as in Table 1. The posterior estimates of the parameters of the long-run component are reported in the first column of Table 2. The variance of the shocks to the level of potential output is much smaller than before and more in line with the prior: when we impose a vertical LRPC, the variation in the observed GDP are attributed relatively more to the cyclical component, so the latter displays large and persistent fluctuations.

In the first panel of Figure 8 we show the estimate of the output gap obtained through this model, and we compare it with the corresponding CBO measure: the inference is extremely similar. Let’s stress again that by assumption we are offsetting the role of the long-run output gap which is calibrated to be zero.

We now relax this assumption by estimating a piecewise linear version of this model in

---

15 Both trend inflation and the long run output gap are smoothed estimates obtained using the method by Godsill et al. (2004).
Figure 7: Long-run output gap estimated through the piecewise linear model.

Table 2: PARAMETERS IN THE LONG-RUN COMPONENT OF THE TIME SERIES MODEL CASE WITH $k_1 = 0$

<table>
<thead>
<tr>
<th></th>
<th>Posterior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model L</td>
</tr>
<tr>
<td>$k_2$</td>
<td>$-1.41$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>3.44</td>
</tr>
<tr>
<td>$c$</td>
<td>4.0</td>
</tr>
<tr>
<td>$\sigma^2_{\pi}$</td>
<td>0.3$^2$</td>
</tr>
<tr>
<td></td>
<td>[0.27$^2$ 0.34$^2$]</td>
</tr>
<tr>
<td>$\sigma^2_y$</td>
<td>0.25$^2$</td>
</tr>
<tr>
<td></td>
<td>[0.22$^2$ 0.28$^2$]</td>
</tr>
<tr>
<td>$\sigma^2_y$</td>
<td>0.009$^2$</td>
</tr>
<tr>
<td></td>
<td>[0.006$^2$ 0.011$^2$]</td>
</tr>
<tr>
<td>$\sigma^2_z$</td>
<td>0.15$^2$</td>
</tr>
<tr>
<td></td>
<td>[0.13$^2$ 0.16$^2$]</td>
</tr>
</tbody>
</table>

We report the posterior median and the 90% probability interval in brackets.
which we still calibrate $k_1 = 0$, but we allow for $k_2$ to be different from zero (we use the same Gaussian prior as before). Calibrating $k_1$ makes this model directly comparable to the linear version we just described which is a nested case. The posterior estimates are reported in the second column of Table 2. The first result to highlight is that $k_2$ is confidently estimated to be negative: the data rejects the assumption of a vertical LRPC. The inference on the other parameters (and in particular the variance of the shock to potential output) is much more in line with our previous estimates, and this version points to an even stronger relation between trend inflation and potential output.

The second panel of Figure 8 plots the measures of the short-run output gap estimated by the two versions of our VAR. Model PWL estimates smaller and less persistent fluctuations of the business cycle while attributing an important role to potential output. In particular, there are two differences with respect to the inference produced by Model L. First, the posterior assigns a bigger role to shocks to the level of potential output ($\sigma_y^2$ is more than double for Model PWL). Second, part of the decline in the level of GDP during the Great Inflation period is attributed to potential output rather than to the cyclical component: the long-run output gap is negative, because of the negative correlation between potential output and trend inflation.
3 A structural approach

We work with a GNK model with time-varying trend inflation. As in the reduced-form model, the variables are decomposed into short-run and long-run components, and we estimate the two components together with the parameters of the model. The aim is to get a model-based measure of trend inflation, of potential output, and a LRPC. We estimate the model using a particle filtering (and SMC) strategy analogous to the one used to estimate the time VAR described in the previous section.

3.1 The model

The artificial economy is a variant of the Generalized New Keynesian (GNK) model in Ascari and Sbordone (2014). The model consists of a representative household, a representative final-good firm, a continuum of intermediate-good firms, and a central bank. The model is very standard, so here we describe the main features, while Appendix B contains the details. The novelty comes from the assumption of a time-varying trend inflation. Hence, we need to take particular care of how we log-linearize the model around a time-varying steady state.

The representative agent maximises the following expected utility function where preferences are additively separable in individual consumption of final goods, \( \hat{C}_t \), and labor, \( N_t \):

\[
E_0 \sum_{t=0}^{\infty} \beta^t d_t \left[ \ln \left( \hat{C}_t - hC_{t-1} \right) - d_n \frac{N_t^{1+\varphi}}{1+\varphi} \right] \quad 0 < \beta < 1, d_n > 0, \varphi \geq 0, 0 \leq h \leq 1, \tag{31}
\]

where, \( C_t \) is aggregate consumption, \( E_0 \) represents the expectations operator, the term \( \varphi \) is the inverse of the Frisch labor supply elasticity, \( d_n \) governs the steady state disutility of work, and \( h \) is the degree of (external) habit persistence in consumption. The term \( d_t \) stands for a shock to the discount factor, \( \beta \), which follows the stationary autoregressive process:

\[
\ln d_t = (1 - \rho_d) \bar{d} + \rho_d \ln d_{t-1} + \sigma_{d,t} \epsilon_{d,t}, \tag{32}
\]

where \( \epsilon_{d,t} \) is i.i.d \( N(0,1) \) and \( \sigma_{d,t} \) denotes time-varying standard deviation of the preference shock. The period budget constraint is given by:

\[
P_t \hat{C}_t + R_t^{-1} B_t = W_t N_t - T_t + D_t + B_{t-1}, \tag{33}
\]

where \( P_t \) is the price level, \( R_t \) is the gross nominal interest rate on bonds, \( B_t \) is one-period bond holdings, \( W_t \) is the nominal wage rate, \( T_t \) is lump sum taxes, and \( D_t \) is the profit income.

Firms come in two forms. Final-good firms produce output for consumption. This output is made from the range of differentiated goods that are supplied by intermediate-good firms who have market power. Each intermediate-good firm \( i \) produces a differentiated good \( Y_{i,t} \) under
monopolistic competition using the production function \( Y_{i,t} = A_t N_{i,t}^{1-\alpha} \). Here \( A_t \) denotes the level of aggregate technology that is non-stationary and its growth rate \( g_t \equiv A_t/A_{t-1} \) follows the process:

\[
\ln g_t = \ln \bar{g} + \sigma_g \epsilon_{g,t}, \quad (34)
\]

where \( \bar{g} \) is the steady-state gross rate of technological progress which is also equal to the steady-state balanced growth rate, \( \epsilon_{g,t} \) is a i.i.d. \( N(0,1) \) and \( \sigma_{g,t} \) is the time-varying standard deviation of the technology shock. Intermediate-good producers are subject to nominal rigidities in the form of Calvo (1983) with partial indexation. Hence, they face a constant probability, \( 0 < (1 - \theta) < 1 \), of being able to adjust their price and the price of a firm that cannot change the price is automatically indexed to past-inflation with a degree \( \chi \).

The central bank monetary policy follows a Taylor rule featuring inertia and responding to the inflation gap, the output gap and output growth. The inflation gap is the deviation of the inflation rate from time-varying trend inflation, i.e., \( \pi_t \), which represents the central’s banks (time-varying) inflation target and follows a unit root process:

\[
\ln \pi_t = \ln \pi_{t-1} + \sigma_{\pi,t} \epsilon_{\pi,t}, \quad (35)
\]

where \( \epsilon_{\pi,t} \) is i.i.d. \( N(0,1) \) and \( \sigma_{\pi,t} \) denotes time-varying standard deviation of the inflation target shock. The output gap is the deviation of the level of output from the natural level of output, i.e., the flexible prices output level. We assume a monetary policy shock \( \epsilon_{r,t} \) is an i.i.d. \( N(0,1) \) monetary policy shock with time-varying standard deviation \( \sigma_{r,t} \).

Following Justiniano and Primiceri (2008), we allow for stochastic volatility by assuming that each element of \( \sigma_t \) evolves independently according to the following stochastic process:

\[
\ln \sigma_{i,t} = \ln \sigma_{i,t-1} + \nu_{i,t}, \quad \nu_{i,t} \sim N\left(0, \delta_i^2\right). \quad (36)
\]

### 3.2 The state-space form

Note that the steady state of the system is stochastically changing because it is characterized by time-varying trend inflation, \( \pi_t \), and also because of stochastic (unit-root) technology process. As a result, we first de-trend the real variables of the model to remove the trend in technology and then log-linearize the resulting non-linear model around a drifting steady state.\(^{16}\) Here, we describe heuristically the state-space form for the estimation, composed of the following elements.

\(^{16}\)The Technical Appendix B presents the non-linear equations of the model, its steady state and details on the log-linearization around the time-varying steady state. As in Cogley and Sbordone (2008), the steady state of the model is time-varying because of drifts in trend inflation. As such, care must be taken when log-linearizing the model. As in Cogley and Sbordone (2008) - see footnote 5 therein - we assume ‘anticipated utility’ following Kreps (1998).
1. A set of equations that define the detrended variables (vector $Z_t$) as deviations from steady state $Z_t = \mathbb{Z}_t \hat{Z}_t / Z_t = Z_t \mathbb{Z}_t$. In logs: $\ln Z_t = \ln \mathbb{Z}_t + \hat{Z}_t$, where $\hat{Z}_t \equiv \ln \hat{Z}_t$.

2. A law of motion for $\pi_t$: $\pi_t = \pi_{t-1} \exp(\sigma_{\pi,t} \epsilon_{\pi,t})$.

3. A set of equations that define the steady state of the variables as a function of $\pi_t$: $Z_t = F(\pi_t, \pi_{t-1})$.

We can then write the usual system for the dynamics of log-linearized variables in canonical form, but now the system will have time-varying parameters as they are functions of $\pi_t$:

$$\Gamma_0(\pi_t) \hat{Z}_t = \Gamma_1(\pi_t) \hat{Z}_{t-1} + \Psi(\pi_t) \varepsilon_t + \Pi(\pi_t) \eta_t,$$  \hspace{1cm} (37)

where $\varepsilon_t$ is a vector of exogenous disturbances and $\eta_t$ is a vector of one-step ahead forecast errors. Hence for any given value of $\pi_t$ (and for a given realization of stochastic volatility), the system (37) is conditionally linear and can be solved with standard methods (see Appendix B.4).

At each time $t$, we observe a vector of data denoted by $y_t$. Then, the solution of model (37) has the following state-space representation:

$$y_t = c_1 + F \hat{Z}_t$$

$$\hat{Z}_t = c_{2,t} + M_{z,t} \hat{Z}_{t-1} + M_{\varepsilon,t} \varepsilon_t \quad \varepsilon_t \sim N(0, \Sigma_{\varepsilon,t})$$

where $\Sigma_{\varepsilon,t}$ is a diagonal matrix with $\sigma_{\varepsilon,t}$ of time-varying standard deviations on the main diagonal. Note that the terms that appear in the state equations, $c_{2,t}$, $M_{z,t}$, $M_{\varepsilon,t}$, depend on $t$ due to time-varying trend inflation.

### 3.3 Econometric strategy

We follow a Bayesian approach to make inference regarding the parameters and the latent processes of the DSGE model. The presence of time-varying trend inflation as well as stochastic volatility leads to a non-Gaussian and analytically intractable likelihood function. We use the same particle filtering strategy as for the time-series model to directly approximate the joint posterior distribution of both the parameters and the latent state variables. In the context of DSGE models this approach has been use by Chen et al. (2010) and Ascari et al. (2019).

Recently, sequential Monte Carlo (SMC) methods are becoming more popular. The main idea is to get an approximation of a complicated posterior through the sequential approximation of simpler distributions. Two approaches have been proposed for DSGE models: (i) a likelihood tempering scheme (Herbst and Schorfheide, 2014) in which the simpler sequential distributions are obtained by tempering the likelihood function; (ii) a filtering scheme in which the interмеди-
ate distributions are obtained by sequentially adding observations to the likelihood function. In this paper we opt for the second approach.

As in Ascari et al. (2019) we can get higher efficiency through Rao-Blackwellization: conditional on $\pi_t$ and the realization of stochastic volatility $\sigma_{i,t}$, the state space (38) is linear and Gaussian. This implies that, given a set of particles for $\pi_t$ and $\sigma_{i,t}$, both the predictive likelihood and the full conditional distribution of the other latent states are analytically available through the standard Kalman filter recursion.

The parameters are divided into two sets: one with the variances of the disturbance to the stochastic volatility processes, and one with all the other structural parameters. For the former, we assume Inverse-Gamma priors, allowing us to characterize the posterior distribution analytically using sufficient statistics computed as functions of the data and the latent processes of the model. We make inference on these parameters using the particle learning approach (Carvalho et al., 2010). We approximate the posterior distribution of all the other parameters through mixtures of Normal distributions, following Liu and West (2001).

### 3.4 Data, calibration and prior distributions

We estimate the model using the same U.S. data as in the time-series analysis: per capita real GDP growth rate, (annualized) quarterly growth rate of the GDP deflator and the Federal Funds rate, over the period 1960Q1 – 2008Q2.

As customary when taking DSGE models to the data, we calibrate a small number of parameters. In particular, we set the discount factor $\beta$ to 0.997, the steady state markup to 10 per cent (i.e. $\varepsilon = 11$), the inverse of the labor supply elasticity $\varphi$ to 1, the quarterly net steady state output growth rate $\bar{g}$ to 0.5, and the degree of decreasing returns to scale $\alpha$ to 0.3. In light of the result of Cogley and Sbordone (2008) regarding the lack of support for intrinsic inertia in the GNK Phillips curve, the model is estimated without backward-looking price indexation, i.e. $\chi = 0$. The remaining parameters are estimated. Table 3 summarizes the specification of the prior distributions. The prior for the inflation coefficient $\psi_{\pi}$ follows a Gamma distribution centered at 1.50 with a standard deviation of 0.50 while the response coefficient to the output gap and output growth are centered at 0.125 with standard deviation 0.10. We employ a Beta distributions with mean 0.70 for the interest rate smoothing parameter $\rho$ and the persistence of the discount factor shock $\rho_{di}$, while the Calvo probability $\theta$, and habit persistence in consumption $h$ are centered around 0.50. The steady state real interest rate follows a Gamma distribution centered at 2. For the variances of the shocks to the volatilities $\delta_i^2$, we assume an Inverse Gamma distribution with mean equal to 0.02 and 5 degrees of freedom. Our estimation assumes a unique

---

17 See also Creal (2007) and Herbst and Schorfheide (2016).
18 For a more detailed description of the SMC algorithm, we refer to the online appendix of Ascari et al. (2019).
Table 3: Prior and Posterior Distributions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Density</th>
<th>Prior</th>
<th>Posterior</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi_x )</td>
<td>Gamma</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>( \psi_x )</td>
<td>Gamma</td>
<td>0.125</td>
<td>0.05</td>
</tr>
<tr>
<td>( \psi_{\Delta y} )</td>
<td>Gamma</td>
<td>0.125</td>
<td>0.05</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Beta</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>( h )</td>
<td>Beta</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>( r^* )</td>
<td>Gamma</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Beta</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>( \rho_d )</td>
<td>Beta</td>
<td>0.7</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Density</th>
<th>Mean</th>
<th>Degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta^2_d )</td>
<td>Inverse Gamma</td>
<td>0.02²</td>
<td>5</td>
</tr>
<tr>
<td>( \delta^2_g )</td>
<td>Inverse Gamma</td>
<td>0.02²</td>
<td>5</td>
</tr>
<tr>
<td>( \delta^2_r )</td>
<td>Inverse Gamma</td>
<td>0.02²</td>
<td>5</td>
</tr>
<tr>
<td>( \delta^2_n )</td>
<td>Inverse Gamma</td>
<td>0.02²</td>
<td>5</td>
</tr>
</tbody>
</table>

Posterior median and 90% credibility interval in brackets.
rational expectations equilibrium, i.e. we do not allow for indeterminacy.\footnote{This stands in contrast to the evidence on passive monetary policy in the pre-Volcker period proposed by, among others, Clarida et al. (2000) and Lubik and Schorfheide (2004), that eventually led to non-fundamental sunspot fluctuations, which these authors argued to be one of the drivers of the Great Inflation. Nevertheless, Justiniano and Primiceri (2008) find that a model with active monetary policy and stochastic volatility fits the post-war U.S. data better than one with indeterminacy. In addition, Haque (2020) in an estimated NK model with exogenous time-varying inflation target finds that the evidence for indeterminacy in the Great Inflation period dissapears once the model allows for time variation in the Federal Reserve’s inflation target.}

3.5 Estimation results

Table 3 reports the posterior medians and the 90\% posterior density intervals based on one million particles from the final stage in the SMC algorithm. The Taylor rule’s response to the inflation gap is strongly active as the estimated response lies mostly above 2. We also find a moderate response to the output gap and a strong response to output growth along with high degree of interest rate smoothing. The degree of habit formation is somewhat low and close to 0.3. The posterior mean for the degree of price stickiness $\theta$ turns out to be around 0.5, which is smaller than the estimates reported in Smets and Wouters (2007) and Justiniano et al. (2010) and implies an expected price duration of six months.

Figure 9 plots the model-implied evolution of trend inflation along with the 90\% posterior density interval and the actual GDP deflator inflation rate. Trend inflation began rising in the mid-1960s and jumped higher in the aftermath of the 1973 oil crisis.\footnote{The upward trend in inflation in the 1970s may be interpreted as “[...] a systematic tendency for Federal Reserve policy to translate the short-run price pressures set off by adverse supply shocks into more persistent movements in the inflation rate itself - part of an effort by policymakers to avoid at least some of the contractionary impact those shocks would otherwise have had on the real economy.” (Ireland, 2007, p. 1853)} Subsequently, it dropped remarkably during the Volcker-disinflation period and somewhat settled around 2\% since the mid-1990s. Overall, visual inspection suggests that the estimated trend inflation is similar to others in the literature (e.g., Ireland, 2007; Cogley and Sbordone, 2008; Cogley et al., 2010b; Ascari and Sbordone, 2014, among others). Moreover, it is also very similar to the estimate of trend inflation from the reduced piecewise linear model in Figure 6.

To the best of our knowledge, we are the first ones to estimate a DSGE model with time-varying steady state or trend inflation using full-system Bayesian estimation. Most papers in the literature either assume that steady state inflation is fixed (mostly at zero). One exception is Cogley and Sbordone (2008) who derive a generalized NKPC (GNKPC) with time-varying trend inflation and document that inflation persistence results mainly from variation in the long-run trend component of inflation and that a purely forward-looking GNKPC fits the data quite well.

Table 3 reports the posterior medians and the 90\% posterior density intervals based on one million particles from the final stage in the SMC algorithm. The Taylor rule’s response to the inflation gap is strongly active as the estimated response lies mostly above 2. We also find a moderate response to the output gap and a strong response to output growth along with high degree of interest rate smoothing. The degree of habit formation is somewhat low and close to 0.3. The posterior mean for the degree of price stickiness $\theta$ turns out to be around 0.5, which is smaller than the estimates reported in Smets and Wouters (2007) and Justiniano et al. (2010) and implies an expected price duration of six months.

Figure 9 plots the model-implied evolution of trend inflation along with the 90\% posterior density interval and the actual GDP deflator inflation rate. Trend inflation began rising in the mid-1960s and jumped higher in the aftermath of the 1973 oil crisis.\footnote{The upward trend in inflation in the 1970s may be interpreted as “[...] a systematic tendency for Federal Reserve policy to translate the short-run price pressures set off by adverse supply shocks into more persistent movements in the inflation rate itself - part of an effort by policymakers to avoid at least some of the contractionary impact those shocks would otherwise have had on the real economy.” (Ireland, 2007, p. 1853)} Subsequently, it dropped remarkably during the Volcker-disinflation period and somewhat settled around 2\% since the mid-1990s. Overall, visual inspection suggests that the estimated trend inflation is similar to others in the literature (e.g., Ireland, 2007; Cogley and Sbordone, 2008; Cogley et al., 2010b; Ascari and Sbordone, 2014, among others). Moreover, it is also very similar to the estimate of trend inflation from the reduced piecewise linear model in Figure 6.

To the best of our knowledge, we are the first ones to estimate a DSGE model with time-varying steady state or trend inflation using full-system Bayesian estimation. Most papers in the literature either assume that steady state inflation is fixed (mostly at zero). One exception is Cogley and Sbordone (2008) who derive a generalized NKPC (GNKPC) with time-varying trend inflation and document that inflation persistence results mainly from variation in the long-run trend component of inflation and that a purely forward-looking GNKPC fits the data quite well.

Figure 10 shows the estimated pattern of the time-varying standard deviations of the different shocks. Despite the fact that we work with a much smaller model with respect to Justiniano and Primiceri (2008), the main conclusions remain very similar. First, the model accounts for the reduction in the volatility of U.S. macroeconomic variables, dubbed the Great Moderat-
ation, due to a substantial decrease in the volatility of exogenous disturbances. The pattern of stochastic volatility of monetary policy shocks is remarkably similar to that in Justiniano and Primiceri (2008) - our estimates capture the Volcker disinflation episode as well as the reduction in the volatility of monetary policy shocks during the Greenspan period. Other shocks also exhibit fluctuations in their standard deviations. The standard deviation of the technology shock exhibits an inverted-U shaped pattern, which is consistent with the observed reduction in the volatility of GDP during the Great Moderation period. The volatility of preference shocks have also declined since the 1980s, possibly capturing the role that technological progress or financial innovations may have played in easing households’ consumption smoothing. As in Cogley et al. (2010a), we find an increase in the volatility of trend inflation shocks during the Great Inflation period and a subsequent decline in the post-Volcker period, although there is higher uncertainty around the estimates.

Finally, Figure 11 plots the estimated LRPC from the structural model, expressed as percentage deviations from the zero inflation steady state, and compares it with the corresponding estimate coming from the BVAR. The structural model is able to capture the negative long-run empirical relationship between output and inflation as observed in the data, both qualitatively and quantitatively. The estimated GNK LRPC and its 90% probability interval lies entirely within the 90% probability interval of the BVAR non-structural estimated LRPC. The LRPC is non-linear and downward sloping. There is a flat part of the curve for low level of trend inflation, but for trend inflation levels roughly above 3 – 4% the slope increases sharply in absolute value with trend inflation. In terms of output losses, going from 2% to 4% inflation target causes an output loss of roughly about 0.65% per year. The effect is highly non linear such that a 5% and a 6% inflation target would imply an output loss (relative to 2% target) of roughly 1.2% and 2% per year, respectively.
As well-known in the literature, the negative steady state relationship between inflation and output in the GNK model is due to the negative effect of higher price dispersion on aggregate output. Higher trend inflation increases price dispersion by causing a greater difference between the price set by the resetting firms and the average price level. Higher price dispersion works like a negative aggregate productivity shock, as it increases the amount of input required to produce a given level of output, which in turn translates into an output loss. Therefore, long-run superneutrality breaks down and a negative long run relationship emerges between inflation and output (see Ascari, 2004; Yun, 2005), in both the estimated BVAR and the structural DSGE model.

As for the BVAR, a time-varying trend inflation generates a long-run wedge alongside the usual short-run wedge for the variables in the model. In the standard NK model the output gap (i.e., short-run wedge) is usually defined as deviation of output from its flexible price counterpart:

$$\tilde{Y}_t = \frac{Y_t}{Y_{t0}} \quad \text{in logs} \rightarrow \quad \tilde{y}_t = y_t - y_{t0}^0$$

Normally, the steady states of the sticky prices NK model and the one of its flexible price counterpart are the same because of the assumption of a vertical LRPC, obtained by assuming either zero inflation in steady state or full indexation of reset prices to some combination of
Figure 11: Long-run Phillips curve: median (continuous line) and 90% probability interval (dashed lines) - comparison between VAR (blue) and GNK (black) estimates.
past inflation and trend inflation. In this case, (39) could also be written as:
\[
\tilde{Y}_t = \frac{Y_t}{\bar{Y}_t^{\pi}} \rightarrow \tilde{y}_t = \hat{y}_t - \hat{y}_t^n,
\] (40)
where the “hat” on the variables indicates log-deviations from the trend level, i.e., the steady state output level of the NK model and of the flexible price model. According to the GNK model, instead, the trend \(\bar{Y}_t\) for the sticky price model is different from the trend of the flexible price model, \(\bar{Y}_t^{\pi}\). The latter does not depend on trend inflation, because flexible prices implies a vertical LRPC. Instead, trend inflation affects the long-run level of output under sticky prices.\(^{22}\)

The model then implies another wedge with respect to the flexible model counterpart: a long-run output gap arises from comparing the long-run behavior of the flexible price and sticky price models. One possibly useful decomposition is:
\[
\tilde{Y}_t = \frac{Y_t}{\bar{Y}_t^{\pi}} = \frac{Y_t}{\bar{Y}_t^{\pi}} \frac{\bar{Y}_t^{\pi}}{Y_t^{\pi}} \frac{Y_t^{\pi}}{\bar{Y}_t^{\pi}} \rightarrow \tilde{y}_t = \hat{y}_t + \tilde{y}_t^{\pi} - \hat{y}_t^n = \tilde{y}_t^{SR} + \tilde{y}_t^{LR}.
\] (41)

The output gap is divided into a short-run and a long-run component. The long-run component is the log-deviation between the GNK-output trend (\(\bar{Y}_t\)) and the flexible price output trend (\(\bar{Y}_t^{\pi}\)). As before in (40), the short-run component is the difference in the log-deviations of current output from its trend (\(\bar{Y}_t\)) and the flexible price output and its trend (\(\bar{Y}_t^{\pi}\)), that is \(\tilde{y}_t^{SR} = \hat{y}_t - \hat{y}_t^{\pi}\). Assuming a flat (or vertical) LRPC then \(\tilde{y}_t^{LR} = 0\) and \(\tilde{y}_t = \tilde{y}_t^{SR}\). However, in the GNK model \(\tilde{y}_t^{LR} \neq 0\) because \(\bar{Y}_t \neq \bar{Y}_t^{\pi}\).

Figure 12 plots the estimated long-run output gap implied by the GNK model and compares it to the one from the BVAR. The two estimates are very similar suggesting that the two models measure the actual costs of higher trend inflation in a consistent way.\(^{23}\)

4 Conclusion

The relationship between inflation and economic activity in the long-run is of paramount importance for monetary policymaking as most central banks perceive price stability as the basis for long-term economic growth. However, there is substantial uncertainty surrounding the current estimates in the literature, such that a practitioner/researcher holding alternative views about what a reasonable slope of the LRPC might be will most likely not see her/his views falsified

\(^{21}\)The level of steady state output \(\bar{Y}_t\) can be time varying if there is technological growth (either deterministic or stochastic) as in our model. In solving the model, variables are stationarized so that the steady state level in stationarized variables is constant along a balanced growth path.

\(^{22}\)This notion of a flexible price equilibrium complicates the analysis with respect to a non-structural one where one has just potential output as an unobservable to filter out. The somewhat “normative” notion of comparing the model with the flexible counterpart introduces other two non-observable variables: the flexible price output, \(Y_t^{\pi}\) and the flexible price trend output level, \(\bar{Y}_t^{\pi}\).

\(^{23}\)The slight differences might be due to the different information set: the GNK long-run output gap is computed through the filtered estimate of trend inflation since the smoothed distribution is computationally very hard to obtain for the structural model.
This paper aims to develop an empirical methodology which is tailored to the purpose of providing more precise estimates of the LRPC.

We develop a vector autoregression (VAR) framework with stochastic trends, and provide a sophisticated trend-cycle decomposition of the data. A key methodological contribution is to generalize this VAR-based trend-cycle decomposition to a piecewise linear model and show that both the likelihood function and the posterior distribution of the latent state variables can be derived analytically. While the non-linear approach is necessary to identify a threshold value of trend inflation that tilts the long-run relationship, it also captures changes in the nature of inflation persistence over the post-war period, which is important for the identification of the LRPC. Another important advantage of the framework, relative to existing studies, is that it allows for simultaneous estimation of both the short-run business cycle and the long-run trend components, such that the estimated LRPC is also consistent with the cyclical properties of the data.

Our results show that inflation and output in the U.S. are negatively related in the long-run. The threshold level of inflation is slightly lower than 4%, above which every percentage point increase in trend inflation is related to about 1% decrease in potential output per year. Using our estimated model, we document that the long-run output gap, which captures the deviation of potential output under positive trend inflation from its counterfactual level under zero trend inflation, has been on average about negative 2% per year during the Great Inflation. We further show that neglecting this long-run relationship between inflation and output leads to more negative short-run output gap estimates in periods of high inflation, particularly the Great Inflation, thereby overstating the cyclical component of output fluctuations. Finally, a New Keynesian model generalized to admit time-varying trend inflation and estimated via

Figure 12: Comparison between long-run output gap estimates: VAR (blue) and GNK (black).
particle filtering provides theoretical foundations to this reduced-form evidence coming from the BVAR. We show that the structural long-run Phillips Curve implied by the estimated New Keynesian model is not statistically different from the one implied by the reduced-form piecewise linear BVAR model.
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A Appendix: The piecewise linear Bayesian VAR

A.1 The time varying equilibrium VAR

Indicate with \( X_t \) a \( n \times 1 \) vector of observed variables at time \( t \) and with \( \bar{X}_t \) the long-run component of \( X_t \). The deviations \( (X_t - \bar{X}_t) \) are described by the following stable VAR:

\[
X_t - \bar{X}_t = A_1(X_{t-1} - \bar{X}_{t-1}) + A_2(X_{t-2} - \bar{X}_{t-2}) + \ldots + A_p(X_{t-p} - \bar{X}_{t-p}) + \epsilon_t
\]  
(A1)

with \( \epsilon_t \sim N(0, \Sigma_{\epsilon,t}) \). We assume that the reduce form shocks \( \epsilon_t \) have stochastic volatility:

\[
\Sigma_{\epsilon,t} = B^{-1}S_t(B^{-1}S_t)'
\]  
(A2)

where

\[
S_t = \begin{pmatrix}
s_{1t} & 0 & 0 \\
0 & s_{2t} & 0 \\
0 & 0 & s_{3t}
\end{pmatrix}
\]  
(A3)

and

\[
B = \begin{pmatrix}
1 & 0 & 0 \\
\beta_{21} & 1 & 0 \\
\beta_{31} & \beta_{32} & 1
\end{pmatrix}
\]  
(A4)

Collect the elements in the main diagonal of \( S_t \) in the vector \( s_t \). We follow the well established literature assuming:

\[
\log s_t = \log s_{t-1} + \nu_t \quad \nu_t \sim N(0, \Sigma_\nu)
\]  
(A5)

and we restrict \( \Sigma_\nu \) to be diagonal.

The long-run component \( \bar{X}_t \) depends on a \( (q \times 1) \) vector of latent variables \( \theta_t \):

\[
\bar{X}_t = \bar{D}_t + H_t\theta_t
\]  
(A6)

and we assume that \( \theta_t \) has the following dynamics

\[
\theta_t = \bar{M}_t + \bar{G}_t\theta_{t-1} + \bar{P}_t\eta_t
\]  
(A7)

with \( \eta_t \sim N(0, \Sigma_{\eta,t}) \).

The first element of the latent vector \( \theta_t \) is trend inflation \( \bar{\pi}_t \), and the matrices in equations (A6) and (A7) depend on it. In particular, at each time \( t \), conditioning on \( \bar{\pi}_{t-1} \) we have two possibilities depending on trend inflation at time \( t \):

\[
(\bar{D}_t, H_t, \bar{M}_t, \bar{G}_t, \bar{P}_t) = \left\{ \begin{array}{ll}
(\bar{D}_{1,t}, H_{1,t}, \bar{M}_{1,t}, \bar{G}_{1,t}, \bar{P}_{1,t}) & \text{if } \bar{\pi}_t \leq \tau \\
(\bar{D}_{2,t}, H_{2,t}, \bar{M}_{2,t}, \bar{G}_{2,t}, \bar{P}_{2,t}) & \text{if } \bar{\pi}_t > \tau
\end{array} \right.
\]  
(A8)

where \( \tau \) is a threshold value. The subscript 1, \( t \) and 2, \( t \) indicate that the two groups of matrices do not have to be the same at each time \( t \): the important assumption is that we always have a finite number of options (in our case two), so the model is piecewise linear.
A.2 Inference on the latent states $\theta_t$

A.2.1 The state space form

Define $Y_t = X_t - A_1 X_{t-1} - A_2 X_{t-2} - ... A_p X_{t-p}$ and substitute equation (A6) in (A1) to get:

$$
Y_t = \bar{D}_t - A_1 \bar{D}_{t-1} - A_2 \bar{D}_{t-2} - ... - A_p \bar{D}_{t-p} + H_t \theta_t - A_1 H_{t-1} \theta_{t-1} - A_2 H_{t-2} \theta_{t-2} - ... - A_p H_{t-p} \theta_{t-p} + \epsilon_t. 
$$

Define the latent vector $\vartheta_t = \left( \theta_t' \theta_{t-1}' \ldots \theta_{t-p}' \right)'$. Using equations (A7) and (A9) we can define the state space representation of our model:

$$
Y_t = D_t + F_t \vartheta_t + \epsilon_t 
$$

(A10)

$$
\vartheta_t = M_t + G_t \vartheta_{t-1} + \epsilon_t 
$$

(A11)

The system can be written more explicitly as:

$$
Y_{t} = \left( \bar{D}_t - \sum_{i=1}^{p} A_i \bar{D}_{t-i} \right) + \left( H_t \begin{pmatrix} A_1 H_{t-1} & \cdots & - A_p H_{t-p} \end{pmatrix} \right) \begin{pmatrix} \theta_t \\ \theta_{t-1} \\ \vdots \\ \theta_{t-p} \end{pmatrix} + \epsilon_t 
$$

(A12)

and

$$
\begin{pmatrix} \theta_t \\ \theta_{t-1} \\ \vdots \\ \theta_{t-p} \end{pmatrix} = \begin{pmatrix} M_t \\ 0 \\ \vdots \\ 0 \end{pmatrix} + \begin{pmatrix} \bar{G}_t \\ I \end{pmatrix} \begin{pmatrix} 0 & \cdots & 0 \end{pmatrix} \begin{pmatrix} \theta_{t-1} \\ \theta_{t-2} \\ \vdots \\ \theta_{t-p-1} \end{pmatrix} + \epsilon_t 
$$

(A13)

Note that the state space is non-linear due to the dependency of the matrices of the state space form on one of the elements of $\theta_t$, and to the presence of stochastic volatility. It is important to distinguish these two sources of non-linearity: conditionally on the volatility processes, the model is piecewise linear and we present a fully adapted particle filter to estimate this class of models.

A.2.2 A fully adapted particle filter for $\vartheta_t$

We derive the full conditional posterior distribution of the latent vector $\vartheta_t$ given all the parameters and the stochastic volatilities.

We tackle the curse of dimensionality described in the main text with a particle filtering strategy. Assume that at time $t-1$ we have a set of $N$ particles $\left\{ \vartheta_{t-1}^{(i)} \right\}_{i=1}^{N}$ that approximate $p(\vartheta_{t-1}|Y_{1:t-1})$, and we want to get an analogous set of particles $\left\{ \vartheta_t^{(i)} \right\}_{i=1}^{N}$ to approximate $p(\vartheta_t|Y_{1:t})$. We use the following fully adapted particle filter:
Fully Adapted Particle Filter

At $t - 1$: \( \{ \theta_{t-1}^{(i)} \}_{i=1}^{N} \) approximate \( p(\theta_{t-1}|Y_{1:t-1}) \)

1) RESAMPLE
   a) Compute \( \tilde{w}_{t}^{(i)} \propto p(Y_{t}|\theta_{t-1}^{(i)}, Y_{1:t-1}) \)
   b) Resample \( \{ \theta_{t-1}^{(i)} \}_{i=1}^{N} \) using \( \{ \tilde{w}_{t}^{(i)} \}_{i=1}^{N} \) and get \( \{ \tilde{\theta}_{t-1}^{(i)} \}_{i=1}^{N} \)

2) PROPAGATE
   Draw \( \tilde{\theta}_{t}^{(i)} \sim p(\theta_{t}|\tilde{\theta}_{t-1}^{(i)}, Y_{1:t}) \)

In order to implement the filter we need to find two distributions: the predictive density \( p(Y_{t}|\theta_{t-1}^{(i)}, Y_{1:t-1}) \) for the resample step, and the posterior density \( p(\theta_{t}|\theta_{t-1}^{(i)}, Y_{1:t}) \) for the propagation step.

The predictive density \( p(Y_{t}|\theta_{t-1}^{(i)}, Y_{1:t-1}) \)

Given that our model is piece-wise linear, we write the predictive density as the sum of the two pieces:

\[
p(Y_{t}|\theta_{t-1}^{(i)}, Y_{1:t-1}) = p(Y_{t}|\bar{\pi}_{t} \leq \tau, \theta_{t-1}^{(i)}, Y_{1:t-1}) \Pr(\bar{\pi}_{t} \leq \tau|\theta_{t-1}^{(i)}, Y_{1:t-1}) \\
+ p(Y_{t}|\bar{\pi}_{t} > \tau, \theta_{t-1}^{(i)}, Y_{1:t-1}) \Pr(\bar{\pi}_{t} > \tau|\theta_{t-1}^{(i)}, Y_{1:t-1})
\]

(A14)

The two addends on the left hand side of equation (A14) are analogous, so we concentrate on the first one, and a similar reasoning applies to the other one.

Start partitioning the latent vector as:

\[
\theta_{t} = \begin{pmatrix}
\bar{\pi}_{t} \\
\bar{\theta}_{t}^{x}
\end{pmatrix}
\]

We are going to proceed in two steps: first consider the distribution:

\[
p(Y_{t}, \bar{\theta}_{t}^{x} | \bar{\pi}_{t} \leq \tau, \theta_{t-1}^{(i)}, Y_{1:t-1}) = \int_{\bar{\pi}_{t} \leq \tau} p(Y_{t}, \bar{\theta}_{t}^{x}, \bar{\pi}_{t} | \theta_{t-1}^{(i)}, Y_{1:t-1}) \ d\bar{\pi}_{t}
\]

(A15)

that is a Unified Skew Normal (SUN) density, as defined by Arellano-Valle and Azzalini (2006). In order to derive it we start from the joint distribution of \( (\theta_{t}, Y_{t}) \) under the assumption of a linear model: we set the matrices of the state space form equal to \( (\bar{D}_{1,t}, H_{1,t}, \bar{M}_{1,t}, \bar{G}_{1,t}, \bar{P}_{1,t}) \) independently from trend inflation, and we subsequently apply the truncation on \( \bar{\pi}_{t} \). In case of linear and unrestricted model we have:

\[
\begin{pmatrix}
\theta_{t} \\
Y_{t}
\end{pmatrix} \sim N(a_{t}, R_{t})
\]

(A16)
where:

\[
a_t \downarrow_{l+n+1} = \begin{pmatrix} M_t \\ D_t + F_t M_t \end{pmatrix}_{l \times 1} + \begin{pmatrix} G_t \\ F_t G_t \end{pmatrix}_{n \times 1} \varphi_{l-1}^{(i)} \downarrow_{l \times 1}
\]

and

\[
R_t \downarrow_{l+n \times l+n} = \begin{pmatrix} P_t & 0 & 0 \\ F_t & I \\ 0 & \Sigma_t \end{pmatrix}_{n \times h} \begin{pmatrix} \Sigma_j &=& \begin{pmatrix} P_t' & P_t' F_t' \end{pmatrix}_{h \times n} \\ 0 & I \end{pmatrix}_{n \times n}
\]

Now consider that \( \pi_t \) is restricted below \( \tau \): the truncation of the first element below the threshold makes the distribution of the remaining elements a Unified Skew Normal:

\[
\left( \varphi_{l-1, l}^{(i)}, Y_{l-1, l} \right) \sim SUN (\xi_t, \tau - \bar{\pi}_{l-1}, R_t)
\]

where \( \xi_t \) is the \((l + n - 1 \times 1)\) vector that contains all the elements in \( a_t \) except the first one.

The next step is to find the marginal distribution of \( \left( Y_{l} \mid \bar{\pi}_l \leq \tau, \varphi_{l-1}^{(i)}, Y_{l-1, l} \right) \). From the properties of the SUN we know that the marginal distribution is still a SUN. In particular, make the following partitions:

\[
R_t = \begin{pmatrix} \Gamma \\ \Delta' \\ \Delta \end{pmatrix}_{1 \times l+n+1}, \quad \Delta = \begin{pmatrix} \Delta_1 \\ \Delta_2 \end{pmatrix}_{l-1 \times 1}, \quad \xi_t = \begin{pmatrix} \xi_{l,t} \\ \xi_{2,t} \end{pmatrix}_{l-1 \times 1}
\]

and define:

\[
\Omega^* = \begin{pmatrix} \Gamma & \Delta' \\ \Delta & \Omega_{22} \end{pmatrix}
\]

where \( \Omega_{22} \) is the \( n \times n \) lower block of \( \Omega \). We have that:

\[
\left( Y_l \mid \bar{\pi}_l \leq \tau, \varphi_{l-1}^{(i)}, Y_{l-1, l} \right) \sim SUN (\xi_{2,t}, \tau - \bar{\pi}_{l-1}, \Omega^*)
\]

or, in explicit form:

\[
p \left( Y_l \mid \bar{\pi}_l \leq \tau, \varphi_{l-1}^{(i)}, Y_{l-1, l} \right) = \phi_n \left( Y_l ; \xi_{2,t}, \Omega_{22} \right) \frac{\Phi \left( \tau ; \bar{\pi}_{l-1} + \Delta_2 \bar{\Omega}_{22}^{-1} \left( Y_l - \xi_{2,t} \right), \Gamma - \Delta_2 \bar{\Omega}_{22}^{-1} \Delta_2 \right)}{\Phi \left( \tau ; \bar{\pi}_{l-1}, \Gamma \right)}
\]

where the denominator of the right hand side of equation (A21) is equal to \( \Pr \left( \bar{\pi}_l \leq \tau \mid \varphi_{l-1}^{(i)}, Y_{l-1, l} \right) \). Then, the first addend in equation (A14) is:

\[
p \left( Y_l \mid \bar{\pi}_l \leq \tau, \varphi_{l-1}^{(i)}, Y_{l-1, l} \right) \Pr \left( \bar{\pi}_l \leq \tau \mid \varphi_{l-1}^{(i)}, Y_{l-1, l} \right) = \phi_n \left( Y_l ; \xi_{2,t}, \Omega_{22} \right) \Phi \left( \tau ; \bar{\pi}_{l-1} + \Delta_2 \bar{\Omega}_{22}^{-1} \left( Y_l - \xi_{2,t} \right), \Gamma - \Delta_2 \bar{\Omega}_{22}^{-1} \Delta_2 \right)
\]

The second addend of (A14) can be derived with an analogous procedure.
The posterior distribution $p\left(\theta_t|\theta_{t-1}^{(i)}, Y_{1:t}\right)$

Also the posterior distribution can be written as the sum of two pieces:

\[
p\left(\theta_t|\theta_{t-1}^{(i)}, Y_{1:t}\right) = p\left(\theta_t | \bar{\pi}_t \leq \tau, \theta_{t-1}^{(i)}, Y_{1:t}\right) \Pr \left(\bar{\pi}_t \leq \tau | \theta_{t-1}^{(i)}, Y_{1:t}\right)
+ p\left(\theta_t | \bar{\pi}_t > \tau, \theta_{t-1}^{(i)}, Y_{1:t}\right) \Pr \left(\bar{\pi}_t > \tau | \theta_{t-1}^{(i)}, Y_{1:t}\right)
\] (A23)

As we did for the predictive density, we concentrate on the first row of (A23) (an analogous reasoning will apply to the second row).

Operate the following partitions:

\[
a_t = \begin{pmatrix}
a_{1t} \\ a_{2t}
\end{pmatrix}_{l \times 1}, \quad R_t = \begin{pmatrix}
R_{11} & R_{12} \\ R_{21} & R_{22}
\end{pmatrix}_{n \times n}.
\]

The posterior distribution of $\bar{\pi}_t$, conditioning on trend inflation below the threshold is a multivariate truncated normal:

\[
\left(\bar{\pi}_t | \theta_{t-1}^{(i)}, Y_{1:t}\right) \sim TN \left(m_t, C_t; \bar{\pi}_t \leq \tau\right)
\] (A24)

where:

\[
m_t = a_{1t} + R_{12} R_{22}^{-1} (Y_t - a_{2t})
\] (A25)

\[
C_t = R_{11} - R_{12} R_{22}^{-1} R_{21}
\] (A26)

Finally, we need to compute the second term in the first line of equation (A23):

\[
\Pr \left(\bar{\pi}_t \leq \tau | \theta_{t-1}^{(i)}, Y_{1:t}\right) \propto p\left(Y_t | \bar{\pi}_t \leq \tau, \theta_{t-1}^{(i)}, Y_{1:t-1}\right) \Pr \left(\bar{\pi}_t \leq \tau | \theta_{t-1}^{(i)}, Y_{1:t-1}\right)
= \phi_n \left(Y_t; \xi_{2t}, \Omega\right) \Phi \left(\tau; \bar{\pi}_{t-1} + \Delta_2^t \Omega_{22}^{-1} (Y_t - \xi_{2t}), \Gamma - \Delta_2^t \Omega_{22}^{-1} \Delta_2\right)
\] (A27)

that is exactly equation (A22).

A.3 Stochastic volatility

We now augment our algorithm to estimate the time varying standard deviations of the shocks in (A1). As in the Section above, given a set of particles \(\{\theta_{t-1}^{(i)}, \log s_{t-1}^{(i)}\}_{i=1}^N\) that approximate the joint distribution of \((\theta_{t-1}, \log s_{t-1})\), we want to get a new set \(\{\theta_t^{(i)}, \log s_t^{(i)}\}_{i=1}^N\) to approximate

\[
p\left(\theta_t, \log s_t | \theta_{t-1}^{(i)}, \log s_{t-1}^{(i)}, Y_{1:t}\right)
\]

where we omitted the dependencies on all the parameters to simplify the notation. Since in the previous Section we derived the posterior distribution of $\theta_t$ conditional on $\log s_t$, it is convenient to write the posterior at time $t$ as:

\[
p\left(\theta_t, \log s_t | \theta_{t-1}, \log s_{t-1}, Y_{1:t}\right) = \frac{p\left(\theta_t | \log s_t, \theta_{t-1}, \log s_{t-1}, Y_{1:t}\right) p\left(\log s_t | \theta_{t-1}, \log s_{t-1}, Y_{1:t}\right)}{\underbrace{p\left(\theta_{t-1}, \log s_{t-1}, Y_{1:t}\right)}_{\text{Full conditional posterior}}}
\]

We can get draws using an importance distribution that operates in two steps: we first use equation (A5) to get particles of $\log s_t$: this is called a “blind” proposal because it is not conditioned on observed data. Then, we can condition on these draws and get values for $\theta_t$.
using the full conditional distribution that we derived analytically above.

Then, our particle filter is “partially” adapted: we use the so called ”Rao-Blackwellization” to improve the efficiency of the estimator. With respect to the a fully adapted particle filter, we need to compute the final weights attached to each particle to get the approximation of the target distribution.

The complete algorithm is:

**Partially Adapted Particle Filter**

At \( t - 1 \): the set of particles \( \{ \varphi^{(i)}_{t-1}, \log s^{(i)}_{t-1} \} \) with corresponding weights \( \{ w^{(i)}_{t-1} \} \) approximate \( p(\varphi_{t-1}, \log s_{t-1}|Y_{1:t-1}) \)

1) **RESAMPLE**
   a) Compute \( \tilde{w}^{(i)}_{t} \propto w^{(i)}_{t-1} p(Y_{t}|\varphi^{(i)}_{t-1}, g(\log s^{(i)}_{t-1}), Y_{1:t-1}) \)
   b) Resample \( \{ \varphi^{(i)}_{t-1}, \log s^{(i)}_{t-1} \}_{i=1}^{N} \) using \( \{ \tilde{w}^{(i)}_{t} \}_{i=1}^{N} \)

Let the new particles be \( \{ \tilde{\varphi}^{(i)}_{t-1}, \log \tilde{s}^{(i)}_{t-1} \}_{i=1}^{N} \).

2) **PROPAGATE**
   a) Draw \( \log s^{(i)}_{t} \sim N(\log \tilde{s}^{(i)}_{t-1}, \Sigma_{\nu}) \)
   b) Draw \( \varphi^{(i)}_{t} \sim p(\varphi_{t}| logs^{(i)}_{t}, \tilde{\varphi}^{(i)}_{t-1}, Y_{1:t}) \)

3) **NEW WEIGHTS**
   Compute \( w^{(i)}_{t} \propto \frac{p(Y_{t}|\tilde{\varphi}^{(i)}_{t-1}, \log \tilde{s}^{(i)}_{t-1}, Y_{1:t-1})}{p(Y_{t}|\tilde{\varphi}^{(i)}_{t-1}, g(\log \tilde{s}^{(i)}_{t-1}), Y_{1:t-1})} \)

### A.4 The model for the long run

#### A.4.1 The dynamics

The vector \( \bar{X}_{t} \) contains three variables: potential output \( \bar{y}_{t} \), trend inflation \( \bar{\pi}_{t} \) and the long-run nominal interest rate \( \bar{i}_{t} \). We assume that potential output is the sum of a trend component and a function of trend inflation:

\[
\bar{y}_{t} = y^{*}_{t} + \delta(\bar{\pi}_{t}) \tag{A29}
\]

where the dynamics of the trend are:

\[
y^{*}_{t} = y^{*}_{t-1} + \eta^{y}_{t} \tag{A30}
\]
\[
g_{t} = g_{t-1} + \eta^{g}_{t} \tag{A31}
\]

and the function \( \delta(\bar{\pi}_{t}) \) is:

\[
\delta(\bar{\pi}_{t}) = \begin{cases} 
  k_{1}\bar{\pi}_{t} & \text{if } \bar{\pi}_{t} \leq \tau \\
  k_{2}\bar{\pi}_{t} + c_{k} & \text{if } \bar{\pi}_{t} > \tau.
\end{cases} \tag{A32}
\]
Imposing continuity in the piecewise linear function, we have \( c_k = (k_1 - k_2) \tau \). We assume that trend inflation follows a random walk:

\[
\bar{\pi}_t = \bar{\pi}_{t-1} + \eta_t^\pi
\]

(A33)

and the nominal interest rate in the long run is described by a Fisher equation, so it is equal to the sum of trend inflation and the long-run real interest rate:

\[
\bar{\iota}_t = \bar{\pi}_t + cg_t + z_t.
\]

(A34)

Following Laubach and Williams (2003), the long-run real interest rate is assumed to be a linear function of the growth rate of potential output and a random walk component \( z_t \) that captures all the slow moving trends that are potentially relevant but not directly present in the model:

\[
z_t = z_{t-1} + \eta_t^z.
\]

(A35)

### A.4.2 The state space form

Take the first difference of potential output in equation (A29):

\[
\bar{y}_t = \bar{y}_{t-1} + g_{t-1} + \delta (\bar{\pi}_t) - \delta (\bar{\pi}_{t-1}) + \eta_t^y
\]

(A36)

and note that taking into account the dynamics of trend inflation, \( \delta (\bar{\pi}_t) \) is:

\[
\delta (\bar{\pi}_t) = \begin{cases} 
k_1 \bar{\pi}_{t-1} + k_1 \eta_t^\pi & \text{if } \bar{\pi}_t \leq \tau \\
k_2 \bar{\pi}_{t-1} + k_2 \eta_t^\pi + c_k & \text{if } \bar{\pi}_t > \tau.
\end{cases}
\]

(A37)

Then, in computing the difference \( \delta (\bar{\pi}_t) - \delta (\bar{\pi}_{t-1}) \) we need to distinguish four possible cases:

\[
\delta (\bar{\pi}_t) - \delta (\bar{\pi}_{t-1}) = \begin{cases} 
k_1 \eta_t^\pi & \text{if } \bar{\pi}_{t-1} \leq \tau \text{ and } \bar{\pi}_t \leq \tau \\
 (k_2 - k_1) \bar{\pi}_{t-1} + c_k + k_2 \eta_t^\pi & \text{if } \bar{\pi}_{t-1} \leq \tau \text{ and } \bar{\pi}_t > \tau \\
 (k_1 - k_2) \bar{\pi}_{t-1} - c_k + k_1 \eta_t^\pi & \text{if } \bar{\pi}_{t-1} > \tau \text{ and } \bar{\pi}_t \leq \tau \\
k_2 \eta_t^\pi & \text{if } \bar{\pi}_{t-1} > \tau \text{ and } \bar{\pi}_t > \tau.
\end{cases}
\]

(A38)

We are now ready to write our state space in matrix form as in equations (A6) and (A7). Define the vector \( \theta_t = (\bar{\pi}_t \quad \bar{y}_t \quad g_t \quad z_t)' \), and write equation (A6) as:

\[
\begin{pmatrix} 
\bar{y}_t \\
\bar{\pi}_t \\
\bar{\iota}_t \\
\end{pmatrix} = 
\begin{pmatrix} 
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & c & 1 \\
\end{pmatrix} 
\begin{pmatrix} 
\bar{\pi}_t \\
\bar{y}_t \\
g_t \\
z_t \\
\end{pmatrix}
\]

(A39)

where \( \bar{D}_t \) is equal to zero and \( H_t = H \) is a constant matrix.

In our case the matrices in equation (A7) depend on trend inflation at time \( t - 1 \) and time \( t \): we have to distinguish the four cases highlighted above in equation (A38).

**Case when \( \bar{\pi}_{t-1} \leq \tau \) and \( \bar{\pi}_t \leq \tau \).** The dynamics of potential output are described by the following equation:

\[
\bar{y}_t = \bar{y}_{t-1} + g_{t-1} + k_1 \eta_t^\pi + \eta_t^y
\]

(A40)
so the system in matrix form is:

\[
\begin{pmatrix}
\tilde{\pi}_t \\
\tilde{y}_t \\
g_t \\
z_t
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix} +
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{\pi}_{t-1} \\
\tilde{y}_{t-1} \\
g_{t-1} \\
z_{t-1}
\end{pmatrix} +
\begin{pmatrix}
k_1 & 1 & 0 & 0 \\
k_2 & 0 & 1 & 0 \\
k_1 & 1 & 0 & 0 \\
k_2 & 0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\eta^x_t \\
\eta^y_t \\
\eta^g_t \\
\eta^z_t
\end{pmatrix}.
\]

(A41)

**Case when** \(\tilde{\pi}_{t-1} \leq \tau\) and \(\tilde{\pi}_t > \tau\). Potential output in this case follows:

\[
\tilde{y}_t = \tilde{y}_{t-1} + g_{t-1} + (k_2 - k_1) \tilde{\pi}_{t-1} + c_k + k_2 \eta^x_t + \eta^y_t
\]

(A42)

and equation (A7) becomes:

\[
\begin{pmatrix}
\tilde{\pi}_t \\
\tilde{y}_t \\
g_t \\
z_t
\end{pmatrix} =
\begin{pmatrix}
0 \\
c_k \\
0 \\
0
\end{pmatrix} +
\begin{pmatrix}
1 & 0 & 0 & 0 \\
(k_2 - k_1) & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{\pi}_{t-1} \\
\tilde{y}_{t-1} \\
g_{t-1} \\
z_{t-1}
\end{pmatrix} +
\begin{pmatrix}
k_2 & 1 & 0 & 0 \\
k_1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\eta^x_t \\
\eta^y_t \\
\eta^g_t \\
\eta^z_t
\end{pmatrix}.
\]

(A43)

**Case when** \(\tilde{\pi}_{t-1} > \tau\) and \(\tilde{\pi}_t \leq \tau\). The equation for the dynamics of potential output is:

\[
\tilde{y}_t = \tilde{y}_{t-1} + g_{t-1} + (k_1 - k_2) \tilde{\pi}_{t-1} - c_k + k_1 \eta^x_t + \eta^y_t
\]

(A44)

and the system becomes:

\[
\begin{pmatrix}
\tilde{\pi}_t \\
\tilde{y}_t \\
g_t \\
z_t
\end{pmatrix} =
\begin{pmatrix}
0 \\
-c_k \\
0 \\
0
\end{pmatrix} +
\begin{pmatrix}
1 & 0 & 0 & 0 \\
(k_1 - k_2) & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{\pi}_{t-1} \\
\tilde{y}_{t-1} \\
g_{t-1} \\
z_{t-1}
\end{pmatrix} +
\begin{pmatrix}
k_1 & 1 & 0 & 0 \\
k_2 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\eta^x_t \\
\eta^y_t \\
\eta^g_t \\
\eta^z_t
\end{pmatrix}.
\]

(A45)

**Case when** \(\tilde{\pi}_{t-1} > \tau\) and \(\tilde{\pi}_t > \tau\). For this last case the dynamics of potential output follow:

\[
\tilde{y}_t = \tilde{y}_{t-1} + g_{t-1} + k_2 \eta^x_t + \eta^y_t
\]

(A46)

and the system is:

\[
\begin{pmatrix}
\tilde{\pi}_t \\
\tilde{y}_t \\
g_t \\
z_t
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix} +
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{\pi}_{t-1} \\
\tilde{y}_{t-1} \\
g_{t-1} \\
z_{t-1}
\end{pmatrix} +
\begin{pmatrix}
k_2 & 1 & 0 & 0 \\
k_1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\eta^x_t \\
\eta^y_t \\
\eta^g_t \\
\eta^z_t
\end{pmatrix}.
\]

(A47)

A.5 Inference on the parameters

In our particle filtering strategy we estimate the parameters combining two approaches: the posterior distribution of \(\tau\) is approximated through a mixture of Normal densities as in Liu and West (2001); for all the other parameters we use the Particle Learning scheme by Carvalho et al. (2010), which is based on the analytical availability of sufficient statistics that characterize the
posterior distributions. For most of the parameters the derivation of these sufficient statistics is standard. Then, we only describe the inference on the parameters in the model for the long run, except for the variances of the shocks which are standard conjugate Inverse Gamma.

A.5.1 The posterior distribution of parameters in the matrix $H$

In our case $\bar{D}_t$ is equal to zero and the matrix $H$ is constant. Then, equation (A6) is:

$$\bar{X}_t = H\theta_t.$$  \hfill (A48)

Rearranging equation (A1) and substituting the definition of $\bar{X}$ we have:

$$Y_t = H\theta_t - A_1 H\theta_{t-1} - A_2 H\theta_{t-2} - ... A_p H\theta_{t-p} + \epsilon_t.$$  \hfill (A49)

where $Y_t$ has been defined in Section A.2.1.

Then, indicating with $\vec{H}$ the vectorized matrix $H$ we obtain the regression:

$$Y_t = X^H_t \vec{H} + \epsilon_t$$  \hfill (A50)

where

$$X^H_t = \begin{bmatrix} \theta'_t \otimes I_n - \theta'_{t-1} \otimes A_1 - \theta'_{t-2} \otimes A_2 - ... \theta'_{t-p} \otimes A_p \end{bmatrix}. \hfill (A51)$$

Note that usually $\vec{H}$ contains some known coefficients and some unknown coefficients that we want to estimate. In our specific case we only have $c$ as unknown: the other coefficients are all ones or zeros. As general practice, collect all the known coefficients in $\vec{H}_K$ and the unknown coefficients in $\vec{H}_U$. With a similar notation indicate with $X^H_{t,K}$ and $X^H_{t,U}$ the corresponding columns of $X^H_t$. We can write:

$$Y_t - X^H_{t,K} \vec{H}_K = X^H_{t,U} \vec{H}_U + \epsilon_t$$  \hfill (A52)

$$Y^H_t = X^H_{t,U} \vec{H}_U + \epsilon_t$$  \hfill (A53)

Equation (A53) is our regression: using Gaussian priors for the coefficients in $\vec{H}_U$, the inference is obtained as in standard Bayesian regression models.

A.5.2 The posterior distribution of slopes $k_1$ and $k_2$

First, define $Y^G_t = \bar{y}_t - \bar{y}_{t-1} - g_{t-1}$ and $\vec{k} = \begin{pmatrix} k_1 & k_2 \end{pmatrix}'$. Then, we define the vector $X^G_t$ distinguishing the usual four possible cases:

$$X^G_t = \begin{cases} \begin{pmatrix} \bar{\pi}_t - \bar{\pi}_{t-1} & 0 \end{pmatrix} & \text{if } \bar{\pi}_{t-1} \leq \tau \text{ and } \bar{\pi}_t \leq \tau \cr \begin{pmatrix} \tau - \bar{\pi}_{t-1} & \bar{\pi}_t - \tau \end{pmatrix} & \text{if } \bar{\pi}_{t-1} \leq \tau \text{ and } \bar{\pi}_t > \tau \cr \begin{pmatrix} \bar{\pi}_t - \tau & \tau - \bar{\pi}_{t-1} \end{pmatrix} & \text{if } \bar{\pi}_{t-1} > \tau \text{ and } \bar{\pi}_t \leq \tau \cr \begin{pmatrix} 0 & \bar{\pi}_t - \bar{\pi}_{t-1} \end{pmatrix} & \text{if } \bar{\pi}_{t-1} > \tau \text{ and } \bar{\pi}_t > \tau \end{cases}. \hfill (A54)$$

Finally, we can write the dynamics of potential output as:

$$Y^G_t = X^G_t \vec{k} + \eta^y_t. \hfill (A55)$$

The equation above is a regression with coefficients $\vec{k}$: using a Gaussian prior for $\vec{k}$ we easily obtain a conjugate posterior distribution.
B Appendix: The DSGE model

Households. The first-order conditions with respect to consumption, labor supply and bond holdings are:

\[ \lambda_t = \frac{d_t}{C_t - bC_{t-1}}, \quad (B56) \]

\[ \frac{W_i}{P_t} = \frac{d_n d_t N_{t}^p}{\lambda_t}, \]

\[ 1 = E_t \beta \lambda_{t+1} \frac{R_t}{\pi_{t+1}}, \quad (B57) \]

where \( \lambda_t \) is the marginal utility of consumption, and \( \pi_t = \frac{P_t}{P_{t-1}} \) is the gross inflation rate.

Firms. In each period \( t \), a final good, \( Y_t \), is produced by a perfectly competitive representative final-good firm, by combining a continuum of intermediate inputs, \( Y_{i,t}, i \in [0, 1] \), via the technology

\[ Y_t = \left[ \int_0^1 Y_{i,t} \frac{di}{\lambda_t} \right]^{\frac{1}{\epsilon}}, \]

where \( \epsilon > 1 \) is the elasticity of substitution among intermediate inputs. The first-order condition for profit maximization yields the final-good firm’s demand for intermediate good \( i \)

\[ Y_{i,t} = \left( \frac{P_{i,t}}{P_t} \right)^{-\epsilon} Y_t. \quad (B59) \]

The final-good market clearing condition is given by \( Y_t = C_t \).

We assume that the price of a firm that cannot change the price is automatically indexed to past-inflation with a degree \( \chi \), that is \( P_{t,t} = P_{t,t-1} \left( \frac{P_{t,t}}{P_{t-1}} \right)^\chi = P_{t,t-1} (\pi_{t-1})^\chi \), where hence \( \pi_t = \frac{P_t}{P_{t-1}} \). Hence if a firm fix \( P_{i,t}^* \) today and will not be able to change it in the future then the price evolves accordingly to \( P_{t+1} = P_{t,t}^* (\pi_t)^\chi \), \( P_{t+2} = P_{t,t}^* (\pi_t)^\chi (\pi_{t+1})^\chi \), \( P_{t,t+j} = P_{t,t}^* (\pi_t)^\chi (\pi_{t+1})^\chi \ldots (\pi_{t+j-1})^\chi = P_{t,t}^* \pi_{t-1+j} \), where

\[ \pi_{t+j-1} = \frac{P_t}{P_{t-1}} \times \frac{P_{t+1}}{P_t} \times \ldots \times \frac{P_{t+j-1}}{P_{t+j-2}} \quad \text{for } j \geq 1 \quad \text{and } \quad \pi_{i,t} = \frac{P_t}{P_{t-1}} = \pi_t \quad \text{for } j = 0. \quad (B60) \]

The intermediate goods producers face a constant probability, \( 0 < (1 - \theta) < 1 \), of being able to adjust prices to a new optimal one, \( P_{i,t}^* \). Thus, to maximize expected discounted profit they solve the following problem

\[ E_t \sum_{j=0}^\infty \theta^j \beta^j \lambda_{t+j} \left[ \frac{P_{t,t}^* \pi_{t,j+1}^\chi}{P_{t+j}} Y_{i,t+j} - \frac{W_{i+j}}{P_{t+j}} \left[ \frac{Y_{i,t+j}}{A_{t+j}} \right]^{\frac{1}{1-\alpha}} \right] \]

\[ s.t. \quad Y_{i,t+j} = \left[ \frac{P_{t,t}^* \pi_{i,t,j+1}^\chi}{P_{t+j}} \right]^{-\epsilon} Y_{i+j}, \]

Defining “average” marginal cost as \( MC_t = \frac{A_t^{1-\alpha}}{1-\alpha} \frac{W_t Y_t}{t} \), first order condition for the opti-
mixed relative price \( x_t = \frac{P_t^r}{P_t^l} \) can be written as

\[
(x_t)^{1+\frac{\epsilon_0}{1-\epsilon}} = \frac{\varepsilon}{\varepsilon - 1} \frac{E_t \sum_{j=0}^{\infty} (\theta \beta)^j \lambda_{t+j} Y_{t+j} \left[ \frac{\pi_{t+j}^{\epsilon}}{\pi_{t+j+1}^{\epsilon}} \right]^{1-\epsilon}}{E_t \sum_{j=0}^{\infty} (\theta \beta)^j \lambda_{t+j} Y_{t+j} \left[ \frac{\pi_{t+j}^{\epsilon}}{\pi_{t+j+1}^{\epsilon}} \right]^{1-\epsilon}} MC_{t+j}.
\]

(B61)

The aggregate price level, \( P_t = \left[ \int_0^1 P_{s,t}^{-\varepsilon} ds \right]^{1-\varepsilon} \), evolves according to

\[
x_t = \left[ \frac{1 - \theta \pi_t^{(1-\varepsilon)} x_t^{1-\varepsilon}}{1 - \theta} \right]^{1-\varepsilon}.
\]

(B62)

Lastly, define price dispersion \( s_t = \int_0^1 (P_{s,t})^{-\varepsilon} ds \). Under the Calvo price mechanism, the above expression can be written recursively as

\[
s_t = (1 - \theta) x_t^{-\varepsilon} + \theta \pi_{t-1}^{(1-\varepsilon)} s_{t-1}.
\]

(B63)

**Recursive formulation of the optimal price-setting equation.** The joint dynamics of the optimal reset price and inflation can be compactly described by rewriting the first-order condition for the optimal price in a recursive formulation as follows:

\[
x_t^{1+\frac{\epsilon_0}{1-\epsilon}} = \frac{\varepsilon}{\varepsilon - 1} \frac{\psi_t}{\phi_t},
\]

where \( \psi_t \) and \( \phi_t \) are auxiliary variables that allow one to rewrite the infinite sums that appear in the numerator and denominator of the above equation in recursive formulation:

\[
\psi_t = MC_t Y_t \lambda_t + \theta \beta \pi_t^{(1-\varepsilon)} E_t \left[ \pi_{t+1}^{\epsilon} \psi_{t+1} \right],
\]

(B65)

and

\[
\phi_t = Y_t \lambda_t + \theta \beta \pi_t^{(1-\varepsilon)} E_t \left[ \pi_{t+1}^{\epsilon} \phi_{t+1} \right].
\]

(B66)

Note that in defining these two auxiliary variables, we used the definition \( \lambda_t = \frac{d_t}{\epsilon_t - hC_{t-1}} = \frac{d_t}{\pi_t^{(1-\varepsilon)} \pi_{t-1}^{\epsilon}} \).

**Monetary Policy.** The central bank’s policy is described by the following Taylor rule

\[
\ln R_t = \rho \ln R_{t-1} + (1 - \rho) \ln R_t + (1 - \rho) \psi_x \ln \left( \frac{\pi_t}{\pi_{t-1}} \right) + (1 - \rho) \psi_\Delta_y \ln \left( \frac{g^y}{g^y} \right) + \sigma_{\tau,t} \epsilon_{\tau,t},
\]

(B67)

where \( X_t^n = \frac{Y_t^n}{Y_t^m} \) is the output gap, \( Y_t^m \) is the natural level of output, \( g^y = \bar{g} \) is the steady state growth rate of output, and \( \epsilon_{\tau,t} \) is an i.i.d. \( N(0, 1) \) monetary policy shock with time-varying standard deviation \( \sigma_{\tau,t} \). The parameters \( \psi_x, \psi_\Delta_y \) and \( \psi_\Delta_y \) govern the central bank’s responses to the inflation gap, output gap and output growth, respectively. Here \( \pi_t^{(1-\varepsilon)} \) denotes trend inflation, which is the central’s bank’s (time-varying) inflation target, and follows a unit root process

\[
\ln \pi_t^{(1-\varepsilon)} = \ln \pi_{t-1}^{(1-\varepsilon)} + \sigma_{\pi,t} \epsilon_{\pi,t},
\]

(B68)

where \( \epsilon_{\pi,t} \) is i.i.d. \( N(0, 1) \) and \( \sigma_{\pi,t} \) denotes time-varying standard deviation of the inflation target shock.

By considering flexible prices, the law of motion for \( Y_t^n \) is given by
\[
\left( \frac{Y_t^n}{A_t} \right)^{\frac{1+\nu}{1-\alpha}} = \left( \frac{b}{d} \right) \left( \frac{Y_t^n}{A_t} \right)^{\frac{\alpha}{1-\alpha}} Y_{t-1}^n.
\] (B69)

**B.1 Final equations of the non-linear system**

The real variables inherit unit roots from the process for technology. First, we detrend the real variables to get the non-linear system in terms of transformed variables: \( \tilde{Y}_t = Y_t/A_t, \tilde{\pi}_t = \tilde{Y}_t^n/A_t, \tilde{w}_t = w_t/A_t, \tilde{\lambda}_t = \lambda_t A_t \) and \( g_t = A_t/A_{t-1} \). The non-linear model is described by the following equations:

\[
\tilde{\lambda}_t = \frac{d_t}{Y_t - h\tilde{Y}_{t-1}g_t^{-1}}
\] (1m)

\[
\tilde{\lambda}_t \tilde{w}_t = d_n d_t N_t^e
\] (2m)

\[
\tilde{\lambda}_t = \beta E_t \left[ \left( \lambda_{t+1}^{(1-\epsilon)} \right) \tilde{\lambda}_t^{1-\epsilon} \right]
\] (3m)

\[
1 = \theta \pi_{t-1}^{(1-\epsilon)} \pi_t^{\epsilon} + (1 - \theta) x_t^{1-\epsilon}
\] (4m)

\[
x_t^{1+\alpha} = \frac{\epsilon \psi_t}{(\epsilon - 1) \phi_t}
\] (5m)

\[
\psi_t = MC_t \tilde{Y}_t \tilde{\lambda}_t + \theta \pi_t^{(1-\epsilon)} E_t \left[ \pi_{t+1}^{(1-\epsilon)} \right]
\] (6m)

\[
\phi_t = \tilde{Y}_t \tilde{\lambda}_t + \theta \pi_t^{(1-\epsilon)} E_t \left[ \pi_{t+1}^{(1-\epsilon)} \right]
\] (7m)

\[
N_t = s_t \tilde{Y}_t^{1-\alpha}
\] (8m)

\[
s_t = (1 - \theta) x_t^{1-\alpha} + \theta \pi_{t-1}^{1-\alpha} \pi_t^{1-\alpha} s_{t-1}
\] (9m)

\[
MC_t = \frac{1}{1 - \alpha} \tilde{w}_t \tilde{Y}_t^{1-\alpha}
\] (10m)

\[
\ln R_t = \rho \ln R_{t-1} + (1 - \rho) \ln \tilde{R}_t + (1 - \rho) \psi_t \ln \left( \frac{\tilde{\pi}_t}{\bar{\pi}_t} \right) + (1 - \rho) \psi_t \ln X_t^n + (1 - \rho) \psi_{\Delta g} \ln \left( \frac{g_t^y}{g_t^y} \right) + \epsilon_{r,t}
\] (11m)

\[
g_t^y = \frac{\tilde{Y}_t g_t}{\tilde{Y}_{t-1}}
\] (12m)

\[
\ln \tilde{\pi}_t = \ln \pi_{t-1} + \epsilon_{\pi,t}
\] (13m)

\[
\ln g_t = (1 - \rho_g) \ln g_{t-1} + \rho_g \ln g_t + \epsilon_{g,t}
\] (14m)

\[
\ln d_t = (1 - \rho_d) \ln d_{t-1} + \rho_d \ln d_t + \epsilon_{d,t}
\] (15m)
\[
\begin{align*}
Y_t^{1+\frac{\phi}{1-\alpha}} &= \left(\frac{\varepsilon - 1}{\varepsilon\partial_Y} + h Y_t^{1+\frac{\phi}{1-\alpha}} Y_{t-1} g_{t-1}\right) Y_t^n + \frac{\varphi Y_t^n}{\partial_Y} Y_{t-1} g_{t-1} - (\varepsilon - 1) (1 - \alpha) \\
\hat{X}_t^n &= \frac{\hat{Y}_t}{Y_t^n} \tag{16m}
\end{align*}
\]

**B.2 Stochastic Steady State**

Next, we evaluate the stochastic steady state of the system characterized by time-varying trend inflation equal to \(\pi_t\):

\[
\begin{align*}
\bar{\lambda}_t &= \frac{d}{\bar{\lambda}_t} (1 - hg_t^{-1}) \tag{1ss} \\
\bar{w}_t &= \frac{d_n\bar{N}_t^\phi}{\bar{\lambda}_t} \tag{2ss} \\
\bar{\tau}_t = \frac{\theta}{\beta} &= \frac{R_t}{\pi_t} = \frac{R_t}{\bar{\lambda}_t} = \bar{\tau}_t = \frac{\theta}{\beta} \pi_t \tag{3ss} \\
\bar{x}_t &= \left[1 - \theta \pi_t^{(1-\chi)(\varepsilon - 1)} \right]^{-\frac{1}{1-\varepsilon}} \tag{4ss} \\
\bar{\pi}_t^{1+\frac{\phi}{1-\alpha}} &= \frac{\varepsilon \psi_t}{\phi_t} \tag{5ss} \\
\bar{\psi}_t &= \frac{MC_t \bar{X}_t \bar{\lambda}_t}{1 - \theta \beta \pi_t^{(1-\chi)(\varepsilon - 1)}} \tag{6ss} \\
\bar{\phi}_t &= \frac{\bar{Y}_t \bar{\lambda}_t}{1 - \theta \beta \pi_t^{(1-\chi)(\varepsilon - 1)}} \tag{7ss} \\
\bar{N}_t &= \bar{\pi}_t \bar{Y}_t^{1-\alpha} \tag{8ss} \\
\bar{s}_t &= \left[1 - \theta \pi_t^{(1-\chi)(\varepsilon - 1)} \right]^{-\frac{1}{1-\alpha}} \bar{\pi}_t^{\frac{\psi}{\phi}} \tag{9ss} \\
\bar{MC}_t &= \frac{1}{1 - \alpha} \bar{w}_t \bar{Y}_t^{\alpha} \tag{10ss}
\end{align*}
\]

The steady state is solved in the following sequence:

\[
\begin{align*}
\bar{\tau}_t &= \frac{\theta}{\beta} \tag{rss} \\
\bar{x}_t &= \left[1 - \theta \pi_t^{(1-\chi)(\varepsilon - 1)} \right]^{-\frac{1}{1-\varepsilon}} \tag{xss} \\
\bar{s}_t &= \left[1 - \theta \pi_t^{(1-\chi)(\varepsilon - 1)} \right]^{-\frac{1}{1-\alpha}} \bar{\pi}_t^{\frac{\psi}{\phi}} \tag{sss}
\end{align*}
\]

\(\bar{\tau}_t = \frac{\theta}{\beta} \) is the transformed nominal interest rate.
Putting together (xss) and (sss) yields:

\[
\mathbb{S}_t = \left[ \frac{1 - \theta}{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}} \right] \left[ \frac{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}}{1 - \theta} \right]^{-\frac{\epsilon}{(1 -\epsilon)/(1 -\alpha)}}
\]

Then:

\[
\frac{\psi_t}{\phi_t} = \frac{MC_t Y_t}{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}} \left[ \frac{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}}{1 - \theta} \right]^{-\frac{\epsilon}{(1 -\epsilon)/(1 -\alpha)}}
\]

Thus from (5ss):

\[
\frac{\psi_t}{\phi_t} = \frac{MC_t}{(\varepsilon - 1)} \left[ \frac{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}}{1 - \theta} \right]^{-\frac{\epsilon}{(1 -\epsilon)/(1 -\alpha)}}
\]

Plugging (10ss):

\[
\frac{\psi_t}{\phi_t} = \frac{MC_t}{(\varepsilon - 1) (1 - \alpha)} \left[ \frac{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}}{1 - \theta} \right]^{-\frac{\epsilon}{(1 -\epsilon)/(1 -\alpha)}}
\]

Plugging (2ss):

\[
\frac{\psi_t}{\phi_t} = \frac{MC_t}{(\varepsilon - 1) (1 - \alpha)} \left[ \frac{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}}{1 - \theta} \right]^{-\frac{\epsilon}{(1 -\epsilon)/(1 -\alpha)}}
\]

Rearranging:

\[
\bar{\nabla}_t = \pi_t^{(1 - \alpha) + \alpha} \mathbb{S}_t^{-\frac{\phi(1 - \gamma)}{1 + \phi}} \left\{ \frac{(\varepsilon - 1) (1 - \alpha) \bar{g}}{d_n (\bar{g} - h)} \left[ \frac{1 - \theta \pi_t^{(1 - \chi)(1 - \gamma)}}{1 - \theta} \right]^{-\frac{\epsilon}{(1 -\epsilon)/(1 -\alpha)}} \right\}^{1 - \alpha}
\]

Then,

\[
\bar{N}_t = \mathbb{S}_t \bar{\nabla}_t^{\frac{1}{1 - \epsilon}}
\]

\[
\bar{\lambda}_t = \frac{\bar{g}}{\bar{\nabla}_t (\bar{g} - h)}
\]

\[
\bar{w}_t = \frac{d_n \bar{N}_t^\phi}{\bar{\lambda}_t}
\]
B.3 The Log-linearized GNK Model

We log-linearize the equilibrium conditions of the model around a shifting steady state associated with a time-varying trend inflation $\pi_t$. In what follows, we define the stationary variables $\tilde{\pi}_t = \pi_t / \pi_{t-1}$, $\tilde{\tau}_t = R_t / \pi_{t-1}$, $\tilde{\lambda}_t = \lambda_t / \tilde{\pi}_t$, $\tilde{Y}_t = \tilde{Y}_t / \tilde{Y}_{t-1}$, $\tilde{w}_t = \tilde{w}_t / w_t$, $\tilde{N}_t = \tilde{N}_t / \bar{N}_t$, $\tilde{x}_t = x_t / \tilde{x}_t$, $\tilde{\psi}_t = \psi_t / \tilde{\psi}_t$, $\tilde{\phi}_t = \phi_t / \tilde{\phi}_t$, $MC_t = MC_t / MC_{t-1}$, $\tilde{s}_t = s_t / \tilde{s}_t$.

From (1m):

$$\tilde{\lambda}_t = \frac{d_t g_t}{g_t \tilde{Y}_t - h \tilde{Y}_{t-1}}$$

We transform the above equation to express in terms of the stationary variables defined above:

$$\tilde{\lambda}_t \tilde{x}_t g_t \tilde{Y}_t - h \tilde{\lambda}_t \tilde{X}_t \tilde{Y}_{t-1} = d_t g_t,$$

where $g_t \tilde{Y}_t = \tilde{Y}_t / \tilde{Y}_{t-1}$. In steady state, $\tilde{\lambda}_t = \tilde{Y}_t = g_t \tilde{Y}_t = 1$, and the above equation boils down to $\tilde{X}_t = \frac{g_t}{\tilde{Y}_t / \tilde{Y}_{t-1}}$, i.e. (1ss). Defining hat variables $\hat{\lambda}_t \equiv \ln \tilde{\lambda}_t$, $\hat{Y}_t \equiv \ln \tilde{Y}_t$, $\hat{g}_t \equiv \ln \left( \frac{g_t \tilde{Y}_t}{\tilde{Y}_{t-1}} \right)$, $\hat{g}_t = \ln \left( g_t / \tilde{Y}_t \right)$, and $\hat{\lambda}_t = \ln \left( d_t / \tilde{d}_t \right)$, the log-linear approximation of the above equation around its steady state is:

$$\hat{\lambda}_t = - \left( \frac{h}{g_t} - \frac{h}{\tilde{Y}_{t-1}} \right) \hat{g}_t - \left( \frac{g_t}{h - \tilde{Y}_{t-1}} \right) \hat{Y}_t + \left( \frac{h}{g_t} - \tilde{Y}_{t-1} \right) \hat{g}_t + \hat{d}_t \quad (1L)$$

From (2m):

$$\tilde{\lambda}_t \tilde{w}_t = d_n d_t \tilde{N}_t$$

Transform the above equation to express in terms of the stationary variables:

$$\tilde{\lambda}_t \tilde{x}_t \tilde{w}_t = d_n d_t \tilde{N}_t$$

In steady state, $\tilde{\lambda}_t = \tilde{w}_t = \tilde{N}_t = 1$. Defining hat variables $\hat{w}_t \equiv \ln \tilde{w}_t$, $\hat{N}_t \equiv \ln \tilde{N}_t$, the log-linear approximation is:

$$\hat{w}_t = \hat{d}_t + \varphi \hat{N}_t - \hat{\lambda}_t \quad (2L)$$
where we have suppressed the terms in expectations of \( g_{t+1}^\pi \), \( g_{t+1}^\lambda \) and \( g_{t+1} \) which are zero in expectations since these are innovation processes (see footnote 24, p. 2121 in Cogley and Sbordone AER Appendix).

From (3m):

\[
\tilde{\lambda}_t = \beta E_t \left\{ \frac{R_t}{\pi_{t+1}} \tilde{\lambda}_{t+1} g_{t+1} \right\},
\]

\[
\tilde{\lambda}_t \tilde{\lambda}_t = \beta E_t \left\{ \frac{\tilde{R}_t \tilde{R}_t}{\pi_{t+1} \pi_{t+1}} \tilde{\lambda}_{t+1} \tilde{\lambda}_{t+1} g_{t+1} \right\},
\]

\[
\tilde{\lambda}_t \tilde{\lambda}_t = \beta E_t \left\{ \frac{\tilde{R}_t \tilde{R}_t}{\pi_{t+1} \pi_{t}} (\pi_{t+1} g_{t+1})^{-1} \tilde{\lambda}_{t+1} g_{t+1} \tilde{\lambda}_t g_{t+1} \right\},
\]

where \( \tilde{g}_i^\lambda = \tilde{\lambda}_t / \tilde{\lambda}_{t-1} \). In steady state, \( \tilde{\lambda}_t = \tilde{\pi}_{t+1} = \tilde{R}_t = \tilde{g}_t^\pi = \tilde{g}_t^\lambda = 1 \). Defining hat variables \( \tilde{R}_t \equiv \ln \tilde{R}_t \), \( \tilde{\pi}_t \equiv \ln \tilde{\pi}_t \), \( \tilde{g}_t^\pi \equiv \ln (\pi_{t+1} / \pi_{t-1}) \), \( \tilde{g}_t^\lambda \equiv \ln (\tilde{\lambda}_t / \tilde{\lambda}_{t-1}) \), the log-linear approximation of the above equation around its steady state is:

\[
[\tilde{\lambda}_t] \tilde{\lambda}_t = \left[ \beta \tilde{R}_t \tilde{\lambda}_t (\tilde{g}_t \pi_{t-1})^{-1} \right] \tilde{R}_t t + \left[ -\beta \tilde{R}_t \tilde{\lambda}_t (\tilde{g}_t \pi_{t-1})^{-1} \right] E_t \tilde{\pi}_{t+1} + \left[ \beta \tilde{R}_t \tilde{\lambda}_t (\tilde{g}_t \pi_{t-1})^{-1} \right] E_t \tilde{\lambda}_{t+1}
\]

Note that in SS \( \tilde{R}_t = \pi_{t+1}^\pi = \pi_{t+1}^\lambda \), hence

\[
\tilde{\lambda}_t = \tilde{R}_t - E_t \tilde{\pi}_{t+1} + E_t \tilde{\lambda}_{t+1},
\]

(3L)

where we have suppressed the terms in expectations of \( \tilde{g}_t^\pi, \tilde{g}_t^\lambda \) and \( \tilde{g}_{t+1} \) which are zero in expectations since these are innovation processes (see footnote 24, p. 2121 in Cogley and Sbordone AER Appendix).

From (4m):

\[
1 = \theta \tilde{\pi}_{t-1}^{(1-\varepsilon) \pi_{t-1}^{\varepsilon-1}} + (1 - \theta) x_t^{1-\varepsilon}
\]

\[
1 = \theta \tilde{\pi}_{t}^{(1-\varepsilon) \pi_{t}^{\varepsilon-1}} (\tilde{g}_t) - \chi x_t^{1-\varepsilon} + (1 - \theta) x_t^{1-\varepsilon} x_t^{1-\varepsilon}
\]

In steady state, \( \tilde{x}_t = \tilde{\pi}_t = \tilde{g}_t^\pi = 1 \). Defining hat variables \( \tilde{x}_t \equiv \ln \tilde{x}_t \), the log-linear approximation of the above equation around its steady state is:

\[
0 = \left[ 1 - \theta \tilde{\pi}_{t}^{(1-\varepsilon) \pi_{t}^{\varepsilon-1}} \right] \tilde{x}_t - \theta \tilde{\pi}_{t}^{(1-\varepsilon) \pi_{t}^{\varepsilon-1}} \left[ \tilde{\pi}_t - \chi \tilde{\pi}_{t-1} + \chi \tilde{g}_t^\pi \right]
\]

(4L)

From (5m):

\[
\tilde{x}_t^{1+ \frac{\varepsilon}{1-\alpha}} = \frac{\varepsilon}{\psi_t} \frac{\tilde{\pi}_t}{(\varepsilon - 1) \phi_t}
\]

\[
\tilde{x}_t^{1+ \frac{\varepsilon}{1-\alpha}} \tilde{x}_t^{1+ \frac{\varepsilon}{1-\alpha}} = \frac{\varepsilon}{(\varepsilon - 1) \phi_t \phi_t}
\]

In steady state, \( \tilde{x}_t = \tilde{\psi}_t = \tilde{\phi}_t = 1 \). Defining hat variables \( \tilde{\psi}_t \equiv \ln \tilde{\psi}_t \) and \( \tilde{\phi}_t \equiv \ln \tilde{\phi}_t \), the log-linear approximation of the above equation around its steady state is:

\[
\left( 1 + \frac{\varepsilon}{1-\alpha} \right) \tilde{x}_t = \tilde{\psi}_t - \tilde{\phi}_t
\]

(5L)
From (6m):

$$\tilde{\psi}_t = MC_t \tilde{Y}_t \tilde{\lambda}_t + \theta \beta \pi_t \frac{\varepsilon \chi}{1 - \alpha} E_t \left[ \pi_t \tilde{\psi}_{t+1} \right]$$

$$\tilde{\psi}_t \tilde{\psi}_t = MC_t MC_t \tilde{Y}_t Y_t \tilde{\lambda}_t \tilde{\lambda}_t + \theta \beta \pi_t \frac{\varepsilon (1-\chi)}{1 - \alpha} E_t \left[ \tilde{\psi}_{t+1} + \frac{\varepsilon}{1 - \alpha} \pi_{t+1} - \frac{\varepsilon \chi}{1 - \alpha} \tilde{\psi}_t \right]$$

where $g_t^\pi = \tilde{\psi}_t / \tilde{\psi}_{t-1}$. In steady state, $\tilde{\psi}_t = MC_t = \tilde{Y}_t = \tilde{\lambda}_t = \tilde{\pi}_t = \tilde{\pi}_{t+1} = g_t^\pi = g_{t+1}^\pi = 1$. Defining hat variables $\hat{m}_C_t \equiv \ln MC_t$, the log-linear approximation of the above equation around its steady state is:

$$\hat{\psi}_t = \left[ 1 - \theta \beta \pi_t \frac{\varepsilon (1-\chi)}{1 - \alpha} \right] \left( \hat{m}_C_t + \hat{Y}_t + \hat{\lambda}_t \right) + \theta \beta \pi_t \frac{\varepsilon (1-\chi)}{1 - \alpha} E_t \left( \hat{\psi}_{t+1} + \frac{\varepsilon}{1 - \alpha} \pi_{t+1} - \frac{\varepsilon \chi}{1 - \alpha} \hat{\psi}_t \right) \tag{6L}$$

where we have suppressed the terms in expectations of $\hat{g}_{t+1}^\pi$ and $\hat{g}_{t+1}^\pi$ which are zero in expectations.

From (7m):

$$\phi_t = \tilde{Y}_t \tilde{\lambda}_t + \theta \beta \pi_t \chi (1-\varepsilon) E_t \left[ \pi_t \phi_{t+1} \right]$$

$$\phi_t \phi_t = \tilde{Y}_t Y_t \tilde{\lambda}_t \tilde{\lambda}_t + \theta \beta \pi_t \chi (1-\varepsilon) E_t \left( \phi_{t+1} \chi (1-\varepsilon) \pi_{t+1} \phi_{t+1} + \phi_{t+1} \chi (1-\varepsilon) \phi_{t+1} \phi_{t+1} \right)$$

where $g_t^\phi = \phi_t / \phi_{t-1}$. In steady state, $\tilde{\phi}_t = \tilde{Y}_t = \tilde{\lambda}_t = \tilde{\pi}_t = \tilde{\pi}_{t+1} = g_t^\phi = g_{t+1}^\phi = 1$. The log-linear approximation of the above equation around its steady state is:

$$\hat{\phi}_t = \left[ 1 - \theta \beta \pi_t \chi (1-\varepsilon) \right] \left( \hat{Y}_t + \hat{\lambda}_t \right) + \theta \beta \pi_t \chi (1-\varepsilon) E_t \left( \hat{\phi}_{t+1} + \left( \varepsilon - 1 \right) \hat{\pi}_{t+1} + \chi \left( 1 - \varepsilon \right) \hat{\phi}_t \right) \tag{7L}$$

where we have suppressed the terms in expectations of $\hat{g}_{t+1}^\phi$ and $\hat{g}_{t+1}^\phi$ which are zero in expectations.

From (8m):

$$N_t = s_t Y_t^{\frac{1}{\alpha}}$$

$$\tilde{N}_t N_t = s_t \tilde{Y}_t \tilde{Y}_t^{\frac{1}{\alpha}}$$

In steady state, $\tilde{N}_t = \tilde{s}_t = \tilde{Y}_t = 1$. Defining hat variables $\hat{s}_t \equiv \ln \tilde{s}_t$, the log-linear approximation of the above equation around its steady state is:

$$\hat{N}_t = \hat{s}_t + \left( \frac{1}{1 - \alpha} \right) \hat{Y}_t \tag{8L}$$

From (9m):

$$s_t = (1 - \theta) \tilde{x}_t^{-\frac{1}{\alpha}} + \theta \pi_{t-1}^{-\frac{1}{\alpha}} \pi_t^{-\frac{1}{\alpha}} s_{t-1}$$

$$s_t \tilde{s}_t = (1 - \theta) \tilde{x}_t^{-\frac{1}{\alpha}} \tilde{\pi}_t^{-\frac{1}{\alpha}} + \theta \pi_{t-1}^{-\frac{1}{\alpha}} \pi_t^{-\frac{1}{\alpha}} \tilde{\pi}_{t-1}^{-\frac{1}{\alpha}} \tilde{s}_{t-1} \left( \tilde{g}_t^\pi \right)^{-1} \tilde{s}_t$$

where $g_t^\pi = \tilde{s}_t / \tilde{s}_{t-1}$. In steady state, $\tilde{s}_t = \tilde{\tilde{x}}_t = \tilde{\pi}_t = \tilde{\pi}_{t-1} = \tilde{g}_t^\pi = \tilde{g}_{t+1}^\pi = 1$. Defining $\hat{g}_t^\pi = \ln \left( \tilde{s}_t / \tilde{s}_{t-1} \right)$, the log-linear approximation of the above equation around its steady state is:
\( \hat{s}_t = \left[ -\frac{\varepsilon}{1 - \alpha} \left( 1 - \theta^{\frac{\varepsilon(1-\lambda)}{1-\alpha}} \right) \right] \hat{x}_t + \theta \pi \frac{\varepsilon(1-\lambda)}{1-\alpha} \left[ \frac{\varepsilon}{1 - \alpha} \hat{\pi}_t - \frac{\varepsilon}{1 - \alpha} \hat{\pi}_{t-1} + \hat{s}_{t-1} + \frac{\varepsilon}{1 - \alpha} \hat{g}_t \right] \)  

(9L)

From (10m):

\[
MC_t = \frac{1}{1 - \alpha} \tilde{w}_t \bar{Y}_t^{\alpha - 1}
\]

\[
\tilde{MC}_t MC_t = \frac{1}{1 - \alpha} \tilde{w}_t \bar{Y}_t^{\alpha - 1} \bar{Y}_t^{\alpha - 1}
\]

In steady state, \( \tilde{MC}_t = \tilde{w}_t = \bar{Y}_t = 1 \). The log-linear approximation of the above equation around its steady state is:

\[
\tilde{mc}_t = \tilde{w}_t + \left( \frac{\alpha}{1 - \alpha} \right) \bar{Y}_t 
\]

(10L)

From (11m):

\[
\ln R_t = \rho \ln R_{t-1} + (1 - \rho) \ln \tilde{R}_t + (1 - \rho) \psi \ln \left( \frac{\pi_t}{\pi_t} \right) + (1 - \rho) \psi \ln X_t^n + (1 - \rho) \psi \Delta \ln \left( \frac{\hat{g}_t^y}{g^y} \right) + \epsilon_{r,t},
\]

\[
\ln \left( \tilde{R}_t \tilde{R}_t \right) = \rho \ln \left( \tilde{R}_{t-1} \left( \hat{g}_t^R \right)^{-1} \tilde{R}_t \right) + (1 - \rho) \ln \tilde{R}_t + (1 - \rho) \psi \ln \left( \frac{\pi_t}{\pi_t} \right) + (1 - \rho) \psi \ln X_t^n
\]

\[
+ (1 - \rho) \psi \Delta \ln \left( \frac{\hat{g}_t^y}{g^y} \right) + \epsilon_{r,t}
\]

Log-linearize around \( \ln \tilde{R}_t \) and \( \ln \tilde{R}_t = \ln \hat{g}_t^R = 0 \)

\[
\ln \left( \tilde{R}_t \tilde{R}_t \right) = \rho \ln \left( \tilde{R}_{t-1} \left( \hat{g}_t^R \right)^{-1} \tilde{R}_t \right) + (1 - \rho) \ln \tilde{R}_t + (1 - \rho) \psi \ln \left( \frac{\pi_t}{\pi_t} \right) + (1 - \rho) \psi \ln X_t^n
\]

\[
+ (1 - \rho) \psi \Delta \ln \left( \frac{\hat{g}_t^y}{g^y} \right) + \epsilon_{r,t}
\]

Note that \( \hat{g}_t^R = \hat{g}_t^R \). In fact, \( \tilde{R}_t = \pi \tilde{\pi}_t \Rightarrow \frac{\tilde{R}_t}{\tilde{R}_{t-1}} = \frac{\pi_t}{\pi_{t-1}} \)

\[
\tilde{R}_t = \rho \tilde{R}_{t-1} - \rho \hat{g}_t^R + (1 - \rho) \psi \pi_t + (1 - \rho) \psi \Delta \hat{g}_t^R + (1 - \rho) \psi \Delta \hat{g}_t^R + \epsilon_{r,t} \]

(11L)

From (12m):

\[
\hat{g}_t^y = \frac{\bar{Y}_t g_t}{\bar{Y}_{t-1}}
\]

\[
\hat{g}_t^y \bar{Y}_{t-1} = \bar{Y}_t g_t
\]

\[
\hat{g}_t^y \bar{Y}_{t-1} = \bar{Y}_t g_t
\]

\[
\hat{g}_t^y \bar{Y}_{t-1} = \bar{Y}_t g_t
\]

\[
\hat{g}_t^y \left( \bar{Y}_t \right)^{-1} = \bar{Y}_t g_t
\]
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In steady state, $\tilde{Y}_t = g_t Y = 1$ and $g_t = \bar{g}$. The log-linear approximation of the above equation around its steady state is

$$\tilde{g}_t^\rho = \tilde{Y}_t - \tilde{Y}_{t-1} + \tilde{g}_t + g_t^\rho$$  \hspace{1cm} (12L)

Moreover we need to add 2 more equations: the dynamics and the definition of the natural rate of output. Define $X_t^n = X_t^n / X_t^n$ then (17m) becomes

$$\dot{X}_t^n = X_t^n / X_t^n = \frac{\dot{Y}_t}{Y_t} = \frac{\dot{Y}_t}{Y_t^n}$$  \hspace{1cm} (17m)

taking logs

$$\dot{x}_t^n = \dot{Y}_t^n$$  \hspace{1cm} (17L)

where $\dot{x}_t^n = \ln \dot{X}_t^n$.

Then (16m)

$$\tilde{Y}_t^n \overset{\text{d}}{=} \left( \frac{\alpha - 1}{\alpha} \right) h X_t^n \tilde{X}_t^n + \left( \frac{\alpha + \alpha}{\alpha} \right) \dot{Y}_t^\rho X_t^n \exp \left[ \left( \frac{\alpha}{\alpha - 1} \right) \dot{Y}_t \right] Y_t^n \exp \left[ \tilde{Y}_t^n \right] Y_t^n \exp \left[ - \tilde{g}_t \right]$$  \hspace{1cm} (16m)

which simplifies to

$$\left[ \frac{\bar{g} (1 + \varphi) - h (\varphi + \alpha)}{h (1 - \alpha)} \right] \dot{Y}_t^n = \dot{Y}_t^n - \dot{g}_t$$  \hspace{1cm} (16L)

**B.3.1 Final equations of the log-linearized GNK model**

$$\tilde{\lambda}_t = - \left( \frac{h}{g - h} \right) \tilde{g}_t - \left( \frac{g}{g - h} \right) \tilde{Y}_t + \left( \frac{h}{g - h} \right) \tilde{Y}_{t-1} = \left( \frac{h}{g - h} \right) \tilde{Y}_t + \tilde{a}_t$$  \hspace{1cm} (1L)

$$\tilde{w}_t = \tilde{a}_t + \varphi \tilde{Y}_t - \lambda_t$$  \hspace{1cm} (2L)

$$\tilde{\lambda}_t = \tilde{R}_t - E_t \tilde{\pi}_{t+1} + E_t \tilde{\lambda}_{t+1}$$  \hspace{1cm} (3L)

$$0 = \left[ 1 - \theta \tilde{\pi}_t (1 - \chi) (\varepsilon - 1) \right] \tilde{x}_t - \theta \tilde{\pi}_t (1 - \chi) (\varepsilon - 1) \left[ \tilde{\pi}_t - \chi \tilde{\pi}_{t-1} + \chi \tilde{g}_t^\rho \right]$$  \hspace{1cm} (4L)

$$\left( 1 + \frac{\varepsilon \alpha}{1 - \alpha} \right) \tilde{x}_t = \tilde{\psi}_t - \phi_t$$  \hspace{1cm} (5L)

$$\tilde{\psi}_t = \left[ 1 - \theta \beta \tilde{\pi}_t \right] \left( \tilde{\mu}_t + \tilde{Y}_t + \tilde{\lambda}_t \right) + \theta \tilde{\beta} \tilde{\pi}_t \left( \tilde{\psi}_{t+1} + \varepsilon \tilde{\pi}_{t+1} - \varepsilon \chi \tilde{\pi}_t \right)$$  \hspace{1cm} (6L)

$$\tilde{\phi}_t = \left[ 1 - \theta \beta \tilde{\pi}_t (1 - \chi) (\varepsilon - 1) \right] \left( \tilde{Y}_t + \tilde{\lambda}_t \right) + \theta \beta \tilde{\pi}_t (1 - \chi) (\varepsilon - 1) \left( \tilde{\phi}_{t+1} + (\varepsilon - 1) \tilde{\pi}_{t+1} + \chi (1 - \varepsilon) \tilde{\pi}_t \right)$$  \hspace{1cm} (7L)
\[ \hat{N}_t = \hat{s}_t + \left( \frac{1}{1 - \alpha} \right) \hat{Y}_t \]  

(8L)

\[ \hat{s}_t = \left[ -\frac{\varepsilon}{1 - \alpha} \left( 1 - \theta \pi_t^{\varepsilon(1-\alpha)} \right) \right] \hat{x}_t + \theta \pi_t^{\varepsilon(1-\alpha)} \left[ \frac{\varepsilon}{1 - \alpha} \hat{s}_t - \frac{\varepsilon \chi}{1 - \alpha} \hat{s}_{t-1} + \hat{s}_{t-1} + \frac{\varepsilon \chi}{1 - \alpha} \hat{g}_t - \hat{g}_t \right] \]  

(9L)

\[ \hat{m} \epsilon_t = \hat{w}_t + \left( \frac{\alpha}{1 - \alpha} \right) \hat{Y}_t \]  

(10L)

\[ \hat{R}_t = \rho \hat{R}_{t-1} - \rho \hat{y}_t + (1 - \rho) \psi \pi \hat{\pi}_t + (1 - \rho) \psi_x \hat{x}_t^n + (1 - \rho) \psi \Delta \hat{y}_t^n + \epsilon_{r,t} \]  

(11L)

\[ \hat{g}_t^n = \hat{Y}_t - \hat{Y}_{t-1} + \hat{g}_t + \hat{g}_t^n \]  

(12L)

\[ \hat{g}_t = \rho_y \hat{y}_t + \epsilon_{g,t} \]  

(13L)

\[ \hat{d}_t = \rho_d \hat{d}_{t-1} + \epsilon_{d,t} \]  

(14L)

\[ \left[ \hat{g} (1 + \varphi) - h (\varphi + \alpha) \right] \hat{y}_t^n = \hat{Y}_{t-1} - \hat{g}_t \]  

(15L)

\[ \hat{x}_t^n = \hat{Y}_t - \hat{Y}_t^n \]  

(16L)

**B.3.2 The constant terms**

Given

\[ \pi_t = \pi_{t-1} \exp(\varepsilon_{\pi,t}) \]  

(B70)

then one can solve for the new steady state levels of the variables following Section B.2. This is anyway needed to recover the original level of the variables from \( \ln Z_t = \ln Z_t + \hat{Z}_t \).

However, note that only few steady state variables are needed here to solve for the \( \hat{Z}_t \) because in the log-linearized system the coefficients depend only on \( \pi_t \), and the only constant terms that are needed relate to the backward-looking variables: \( \hat{g}_t^n \) and \( \hat{g}_t^n \). So to solve for the \( \hat{Z}_t \) using Gensys we just need those.

\[ \hat{g}_t^n = \hat{s}_t / \hat{s}_{t-1} = \Rightarrow \hat{g}_t^n = (\hat{s}_t / \hat{s}_{t-1} - 1) = \left( \begin{array}{c} \frac{1 - \theta}{1 - \theta} \pi_t^{1-\chi(1-\alpha)} - \frac{\varepsilon}{1 - \alpha} \\ \frac{1 - \theta}{1 - \theta} \pi_{t-1}^{1-\chi(1-\alpha)} - \frac{\varepsilon}{1 - \alpha} \end{array} \right) \]  

\[ \hat{g}_t^n \approx \ln (\hat{s}_t / \hat{s}_{t-1}) = \ln \left( \begin{array}{c} \frac{1 - \theta}{1 - \theta} \pi_t^{1-\chi(1-\alpha)} - \frac{\varepsilon}{1 - \alpha} \\ \frac{1 - \theta}{1 - \theta} \pi_{t-1}^{1-\chi(1-\alpha)} - \frac{\varepsilon}{1 - \alpha} \end{array} \right) \]
\[
Y_t = \ln \left( 1 - \theta \pi_t^{(1-\chi)} \right) - \left( \frac{\varepsilon}{1 - \varepsilon} \right) \ln \left( 1 - \theta \pi_t^{(1-\chi)}(\varepsilon^{-1}) \right) - \ln (1 - \theta) \\
- \ln (1 - \theta) + \ln \left( 1 - \theta \pi_t^{(1-\chi)} \right) + \left( \frac{\varepsilon}{1 - \varepsilon} \right) \ln \left( 1 - \theta \pi_t^{(1-\chi)}(\varepsilon^{-1}) \right) - \ln (1 - \theta) \\
= \ln \left( 1 - \theta \pi_t^{(1-\chi)} \right) - \ln \left( 1 - \theta \pi_t^{(1-\chi)} \right) + \left( \frac{\varepsilon}{1 - \varepsilon} \right) \ln \left( 1 - \theta \pi_t^{(1-\chi)}(\varepsilon^{-1}) \right) - \ln (1 - \theta) \\
\]

\[
\hat{g}_t \approx \ln \left( 1 - \frac{\theta \pi_t^{(1-\chi)}}{1 - \theta \pi_t^{(1-\chi)}} \right) + \left( \frac{\varepsilon}{1 - \varepsilon} \right) \ln \left( 1 - \frac{\theta \pi_t^{(1-\chi)}}{1 - \theta \pi_t^{(1-\chi)}} \right)
\]

\[
\bar{g}_t = \frac{Y_t}{Y_{t-1}} \Rightarrow \hat{g}_t = \left( \frac{Y_t}{Y_{t-1}} - 1 \right) = \left( \frac{1 - \alpha + \varepsilon \alpha}{1 + \varphi} \right) \ln \left( \frac{\pi_t}{\pi_{t-1}} \right) - \varphi (1 - \alpha) \ln \left( \frac{s_t}{s_{t-1}} \right) + \frac{1 - \alpha}{1 + \varphi} \left[ \ln \left( \frac{1 - \theta \beta \pi_t^{(1-\chi)}}{1 - \theta \beta \pi_t^{(1-\chi)}(\varepsilon^{-1})} \right) - \frac{\varepsilon}{1 - \varepsilon} \right]
\]

where \( \pi_t = \left[ \frac{1 - \theta \pi_t^{(1-\chi)}(\varepsilon^{-1})}{1 - \theta} \right]^{\frac{1}{\varepsilon}} \)

\[
\hat{g}_t \approx \frac{1 - \alpha + \varepsilon \alpha}{(1 + \varphi) (1 - \varepsilon)} \ln \left( \frac{1 - \theta \pi_t^{(1-\chi)}(\varepsilon^{-1})}{1 - \theta \pi_t^{(1-\chi)}(\varepsilon^{-1})} \right) - \varphi (1 - \alpha) \hat{g}_t + \frac{1 - \alpha}{1 + \varphi} \left[ \ln \left( \frac{1 - \theta \beta \pi_t^{(1-\chi)}}{1 - \theta \beta \pi_t^{(1-\chi)}(\varepsilon^{-1})} \right) - \frac{\varepsilon}{1 - \varepsilon} \right]
\]

B.4 The state-space form for the estimation

B.4.1 General Idea

We will write the model as a conditionally linear model with time-varying parameters, meaning that the model and the solution will present time-varying parameters; these parameters will basically be a function of \( \pi_t \), but conditional on a particular value of \( \pi_t \) (and the realization of the stochastic volatility) then the model is standard and linear.

In particular we are going to map the above equations into the following systems:

1. A set of equations that define the detrended variables (vector \( Z_t \)) as deviation from steady state

\[
Z_t = \bar{Z}_t Z_t | \bar{Z}_t = \bar{Z}_t \bar{Z}_t
\]
in logs

\[ \ln Z_t = \ln \tilde{Z}_t + \tilde{Z}_t \]

where \( \tilde{Z}_t \equiv \ln \tilde{Z}_t \)

2. A law of motion for \( \bar{\pi}_t \), RW

\[ \bar{\pi}_t = \bar{\pi}_{t-1} \exp(\epsilon_{\bar{\pi},t}) \]

3. A set of equations that define the steady states of the variables as a function of \( \bar{\pi}_t \)

\[ \tilde{Z}_t = F(\bar{\pi}_t, \bar{\pi}_{t-1}) \]

4. We can then write the usual GENSYS system for the dynamic of log-linearized variables, but now the system will have time-varying parameters, because they are function of \( \bar{\pi}_t \):

\[ \Gamma_0(\bar{\pi}_t) \tilde{Z}_t = \Gamma_1(\bar{\pi}_t) \tilde{Z}_{t-1} + \Psi(\bar{\pi}_t) \varepsilon_t + \Pi(\bar{\pi}_t) \eta_t, \]

or more compactly

\[ \Gamma_0,\bar{\pi}_t \tilde{Z}_t = \Gamma_1,\bar{\pi}_t \tilde{Z}_{t-1} + \Psi_t \varepsilon_t + \Pi_t \eta_t \]

Hence for any given value of \( \bar{\pi}_t \), the above system is conditionally linear and can be solved with standard methods.

### B.4.2 State space and Kalman recursion

Start from the model written in Sims’ canonical form (conditional for a given \( \bar{\pi}_t \)):

\[ \Gamma_0 \bar{Z}_t = \Gamma_1 \bar{Z}_{t-1} + \Psi \bar{\varepsilon}_t + \Pi \eta_t \]

where \( \bar{\varepsilon}_t \) is a vector

\[
\begin{bmatrix}
\varepsilon_t \\
\bar{g}_t(\bar{\pi}_t)
\end{bmatrix}_{n_1 \times 1}.
\]

The term \( \bar{g}_t(\bar{\pi}_t) \) is a \( n_2 \times 1 \) vector of elements that depend on \( \bar{\pi}_t \), including \( \epsilon_{\bar{\pi},t} \). Under the assumption that the agents consider \( \bar{\pi}_t \) as a constant, the solution of the above system under determinacy is:

\[ \bar{Z}_t = M_{\bar{\pi}} \bar{Z}_{t-1} + M_{\varepsilon} \bar{\varepsilon}_t \]

\[ \tilde{Z}_t = M_{\bar{\pi}} \bar{Z}_{t-1} + \left[ M_{\pi} \begin{bmatrix} M_{\pi} & M_{\gamma} \end{bmatrix}_{n \times n_2} \right] \begin{bmatrix} \varepsilon_t \\
\bar{g}_t(\bar{\pi}_t) \\
\end{bmatrix}_{n_2 \times 1} \]

We can rewrite the last equation as:

\[ \tilde{Z}_t = c_2 + M_{\bar{\pi}} \bar{Z}_{t-1} + M_{\pi} \varepsilon_t \]

where \( c_2 \) is the \( n \times 1 \) vector \( c_2 = M_{\gamma} \bar{g}_t(\bar{\pi}_t) \). The equation above is our new state equation. The observation equation is:

\[ y_t = c_1 + F \tilde{Z}_t + v_t \quad v_t \sim N(0, V) \]

Define \( W = M_{\bar{\pi}} \Sigma M_{\bar{\pi}}^T \) where \( \Sigma \) is the covariance matrix of \( \varepsilon_t \). Given the posterior distribution at time \( t - 1 \): \( \hat{Z}_{t-1} | y_{1:t-1} \sim N(m_{t-1}, C_{t-1}) \), the posterior distribution at time \( t \) is given by the Kalman recursion:
\[ E(\hat{Z}_t|y_{1:t-1}) = a_t = c_2 + M_z m_{t-1} \]
\[ Var(\hat{Z}_t|y_{1:t-1}) = R_t = M_z C_{t-1} M_z' + W \]
\[ E(y_t|y_{1:t-1}) = f_t = c_1 + F a_t \]
\[ Var(y_t|y_{1:t-1}) = Q_t = F R_t F' + V \]
\[ E(\hat{Z}_t|y_{1:t}) = m_t = a_t + R_t F' Q_t^{-1} (y_t - f_t) \]
\[ Var(\hat{Z}_t|y_{1:t}) = C_t = R_t - R_t F' Q_t^{-1} F R_t \]