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Harmonisation across Europe vs. Data Protection Authorities (DPA): The Strange Case of Doorbell Nameplates at a German Federal DPA

Pressemitteilung

Klingelschilder - ein Fall für die Datenschutz-Grundverordnung!

Erfurt, 19.10.2018

Derzeit herrscht in den Medien im Hinblick auf die Namensnennung auf Klingelschildern und Briefkästen große Verunsicherung. Aus diesem Anlass erläutert der Thüringer Landesbeauftragte für den Datenschutz (TLfDI) die Rechtslage:
1. the data subject has given consent to the processing of his or her personal data for one or more specific purposes

2. processing is necessary for the performance of a contract to which the data subject is party or in order to take steps at the request of the data subject prior to entering into a contract

3. processing is necessary for compliance with a legal obligation to which the controller is subject

4. processing is necessary in order to protect the vital interests of the data subject or of another natural person

5. processing is necessary for the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller

6. processing is necessary for the purposes of the legitimate interests pursued by the controller or by a third party, except where such interests are overridden by the interests or fundamental rights and freedoms of the data subject which require protection of personal data, in particular where the data subject is a child

Art. 6 GDPR: Lawfulness of Processing – an Example for Marketing

Legitimate Interests – GDPR recital 47

- The legitimate interests of a controller … may provide a legal basis for processing […]
- Such legitimate interest could exist for example where … the data subject is a client or in the service of the controller. […]
- The processing of personal data strictly necessary for the purposes of preventing fraud also constitutes a legitimate interest of the data controller concerned.
- The processing of personal data for direct marketing purposes may be regarded as carried out for a legitimate interest.

Art. 29 Working Party* – Opinion 06/2014 on the notion of legitimate interests of the data controller (9.4.2014; * now: EDPB)
Art. 20 GDPR: Right to Data Portability vs. Data Ownership Rights

GDPR Article 20: In exercising his or her right to data portability [...] the data subject shall have the right to have the personal data transmitted directly from one controller to another [...]
1. The GDPR – Half Way to a Data Ownership Right
2. Robotics and RPA - Governance of Automated Decisions
3. Blockchains and the Right to be Forgotten
4. Algorithms and AI - Explicability as Challenges
Art. 22 GDPR

Automated individual decision-making, including profiling

1. The data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.

2. Paragraph 1 shall not apply if the decision:

(a) is necessary for entering into, or performance of, a contract between the data subject and a data controller;

(b) is authorised by Union or Member State law to which the controller is subject and which also lays down suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests, or

(c) is based on the data subject’s explicit consent.

71. The data subject should have the right not to be subject to a decision, which may include a measure, evaluating personal aspects relating to him or her which is based solely on automated processing and which produces legal effects concerning him or her or similarly significantly affects him or her, such as automatic refusal of an online credit application or e-recruiting practices without any human intervention. Such processing includes ‘profiling’ that consists of any form of automated processing of personal data evaluating the personal aspects relating to a natural person, in particular to analyse or predict aspects concerning the data subject’s performance at work, economic situation, health, personal preferences or interests, reliability or behaviour, location or movements, where it produces legal effects concerning him or her or similarly significantly affects him or her. However, decision-making based on such processing, including profiling, should be allowed where expressly authorised by Union or Member State law to which the controller is subject, including for fraud and tax-evasion monitoring and prevention purposes conducted in accordance with the regulations, standards and recommendations of Union institutions or national oversight bodies and to ensure the security and reliability of a service provided by the controller, or necessary for the entering or performance of a contract between the data subject and a controller, or when the data subject has given his or her explicit consent. In any case, such processing should be subject to suitable safeguards, which should include specific information to the data subject and the right to obtain human intervention, to express his or her point of view, to obtain an explanation of the decision reached after such assessment and to challenge the decision. Such measure should not concern a child.
What is “Automated Individual Decision-Making”?
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Art. 17 GDPR: Right to be Forgotten

Right to erasure (‘right to be forgotten’)

1. The data subject shall have the right to obtain from the controller the erasure of personal data concerning him or her without undue delay and the controller shall have the obligation to erase personal data without undue delay where one of the following grounds applies:

(a) the personal data are no longer necessary in relation to the purposes for which they were collected or otherwise processed;

(b) the data subject withdraws consent on which the processing is based according to point (a) of Article 6(1), or point (a) of Article 9(2), and where there is no other legal ground for the processing;

(c) the data subject objects to the processing pursuant to Article 21(1) and there are no overriding legitimate grounds for the processing, or the data subject objects to the processing pursuant to Article 21(2);

(d) the personal data have been unlawfully processed;

(e) the personal data have to be erased for compliance with a legal obligation in Union or Member State law to which the controller is subject;

(f) the personal data have been collected in relation to the offer of information society services referred to in Article 6(1).

2. Where the controller has made the personal data public and is obliged pursuant to paragraph 1 to erase the personal data, the controller, taking account of available technology and the cost of implementation, shall take reasonable steps, including technical measures, to inform controllers which are processing the personal data that the data subject has requested the erasure by such controllers of any links to, or copy or replication of, these personal data.

3. Paragraphs 1 and 2 shall not apply to the extent that processing is necessary:

(a) for exercising the right of freedom of expression and information;

(b) for compliance with a legal obligation which requires processing by Union or Member State law to which the controller is subject or for the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller;

(c) for reasons of public interest in the area of public health in accordance with points (h) and (i) of Article 9(2) as well as Article 9(3);

(d) for archiving purposes in the public interest, scientific or historical research purposes or statistical purposes in accordance with Article 89(1) in so far as the right referred to in paragraph 1 is likely to render impossible or seriously impede the achievement of the objectives of that processing;

(e) for the establishment, exercise or defence of legal claims.
Art. 17 GDPR: Right to be Forgotten vs. Blockchain

Article 17

Right to erasure (‘right to be forgotten’)

1. The data subject shall have the right to obtain from the controller the erasure of personal data concerning him or her without undue delay and the controller shall have the obligation to erase personal data without undue delay where one of the following grounds applies:

(a) the personal data are no longer necessary in relation to the purposes for which they were collected or otherwise processed;

- What is the purpose of using the blockchain?
  ➔ Traceability of a token from the beginning of the chain (recording) to the current status and prevention of duplicates (i.e. Byzantine Generals Problem and Double Spending Problem)
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(71) The data subject should have the right not to be subject to a decision, which may include a measure, evaluating personal aspects relating to him or her which is based solely on automated processing and which produces legal effects concerning him or her or similarly significantly affects him or her, such as automatic refusal of an online credit application or e-recruiting practices without any human intervention. Such processing includes 'profiling' that consists of any form of automated processing of personal data evaluating the personal aspects relating to a natural person, in particular to analyse or predict aspects concerning the data subject's performance at work, economic situation, health, personal preferences or interests, reliability or behaviour, location or movements, where it produces legal effects concerning him or her or similarly significantly affects him or her. However, decision-making based on such processing, including profiling, should be allowed where expressly authorised by Union or Member State law to which the controller is subject, including for fraud and tax-evasion monitoring and prevention purposes conducted in accordance with the regulations, standards and recommendations of Union institutions or national oversight bodies and to ensure the security and reliability of a service provided by the controller, or necessary for the entering or performance of a contract between the data subject and a controller, or when the data subject has given his or her explicit consent. In any case, such processing should be subject to suitable safeguards, which should include specific information to the data subject and the right to obtain human intervention, to express his or her point of view, to obtain an explanation of the decision reached after such assessment and to challenge the decision. Such measure should not concern a child.
The Generic Problem of Explicability of Statistical Classifiers …

... Especially Machine Learning is Statistics!
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