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Outline

e Randomized experiments are gold standard for
causality

e But controls can be costly
o Opportunity cost
o Actual costs

e Control groups are only one way of estimating
counterfactual

e This talk is about alternatives:
o Synthetic controls
o Regression discontinuity



Motivating problem

An advertiser contemplates changing its (bid, budget, creative) and wants to
know what will happen to some performance measure (clicks, revenue,
conversions). Solution: run an experiment.

Some possible designs

Apply treatment for some users, compare to non-treated users
Apply treatment for some geos, compare to non-treated geos
Apply treatment for some advertisers compare to similar advertisers that
did not get treatment
Apply treatment and compare actual to prediction of would have
happened without the treatment (interrupted regression, synthetic
control)
Last method is nice since don’t have to explicitly manage controls
We want an “automatic” way to build predictive models for counterfactual
e Time series methods to model seasonality and trend
e Regression methods incorporate contemporaneous predictors



Time series + regression component

Kalman filter for time series component
e Handles trend and seasonality

e Bayesian-friendly 1R
e Andrew Harvey [1989], Durbin and Koopman [2012] Steve Scot

Spike-and-slab for regression component
e George-McCulloch [1997]); Madigan-Raftery [1994]
Probability variable is included in regression (spike)
Probability distribution over coefficient value (slab)

Sample from simulated posterior, average to get point prediction
See Scott and Varian (2013, 2014) for details

Steve Scott’'s “Bayesian Structural Time Series”
e Download R package from CRAN (BoomSpikeSlab, bsts)



Modeling with Bayesian structural time series

e Trend and Seasonal components are adaptive and nonparametric.

e Can add other model components as necessary (e.g. holidays,
weather).

e The regression component uses Google Trends as predictors.
o Could use other predictors as well

e Accounting for the time series structure of the problem is

important.

Goog|€ Confidential + Proprietary



One slide tutorial on Kalman forecasting

Time serles

Two important time series models:

Y = Y1 + €4 random walk
Yt = o + € constant mean o
Both have obvious predictors. Kalman o

models the in-between cases...

Yy = Mg + Uy vy ~ N(0,V) observation

[y = i1 + Wy wy ~ N(0,W) state . . . I . .

0 20 40 60 80 100

Time

e constant mean: W =0and V > 0
e random walk: W >0 and V =10

_ . my = keyr + (1 — ke)my—q
Best predictor for m = Eu, for in-between

model turns out to be: my = my—1 + ke(ys — my—1)
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Basic structural model

Y = Ut + Ve + Ut vy ~ N(0,V) observation
ft = -1 + b1 + wiy wyr ~ N(0,W7p) level
by = b;_1 + woy wy; ~ N(0,W5) slope
S
V= — Yi—s + Wsy ws; ~ N(0,W3) seasonal
s=1

Stochastic generalization of constant trend model: Yy = i+ bt + v + vy.

We add a regression component: Ye = pe + e + XiB + vy

But not just any old regression....
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Spike and slab regression for variable selection

George and McCulloch (1997)

» We think most elements of 3 are zero.
> Let’yjzl if,Bj;éOand 7j=0ifﬂj:0.

7:(15030713"' 1,00)

» Now factor the prior distribution

p(B,7,072) = p(Byl7,o®)p(a*7)P()

Y~ Hﬂ'}fj(l — )t “Spike”
J

ﬂwh,az ~N (b»y,a2 (Q;l)d) “Slab”

L oo =
o? 2% 2
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Estimation by MCMC sampler

1. Draw Kalman state variables (level, slope, etc) and
regression parameters y and f§ from posterior
2. Draw variances of the state components
Repeat a few thousand times
4. Results
a. Posterior distn of variances in state components
b. Posterior distn of inclusion for each predictor vy
c. Posterior distn of coefficient values
d. Posterior distn of forecasty,
5. Point estimates are averages over these distributions
6. Model uncertainty is natural due to huge number of possible

models

0
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Estimating a model using bsts

y <- my.data$ResponseVariable

ss <- AddLocalLinearTrend(
list(), ## No previous state specification.
y) ## Peek at the data for scaling.

ss <- AddSeasonal(
ss, ## Adding state to ss.
Vs ## Peek at the data for scaling.
nseasons = 7) ## 7 "seasons" for day of week effect

model <- bsts(y = ., ## regression formula like ’1m’
state.specification = ss, ## time series spec
niter = 1000, ## MCMC iterations

data = my.data,
expected.model.size = 1) ## spike-slab
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Example: initial claims for unemployment benefits

Unemployment and Initial Claims

urate, iclaims
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Grey bars indicate recessions



Does Google data help explain initial claims?

Cumulative absolute 1-step-ahead Tw G G e
prediction errors

|

Plain time series model vs. model that
includes Google Trends (correlate)
data.

cumulative absolute error
20 40 60 80 100
1
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I |

2
|

Models perform about the same when
things are "boring".

1
1

scaled values
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GOOgle Trends helpS -the mOdel react 2004 2005 2006 2007 2008 2009 2010 2011 2012
to sudden changes (e.g. the
recession).
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What parts of the model did the explaining?

trend seasonal.52.1 regression
- - -
@ ™ ™ -
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Sme Sme Sme

e The output is a "dynamic distribution” that shows the
uncertainty around each component’s contribution.

e Theregression help prediction
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Which variables were important in the regression?

The important search terms:

e unemployment office unemployment.offce
e filing for unemployment
e |daho unemployment Mg forunempleyment
(Almost any state would do, but
Idaho is slightly more predictive ahonemployment

than the others in these data).

sirius.internet.radio

Other 95 search terms have inclusion
probability less than 0.1.

sirius.internet

I I ! I [ 1

0.0 02 04 0.6 0.8 1.0
The predictions from this model Inclusion Probabilty
average over which variables are
in/out.

Sirius internet radio is spurious.
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New Home Sales in US

HSN1FNSA - Google € x

€ =2 C A | [H www.google.com/trends/correlate/search?e=id%3Aa3kqHv2SakM&e=80%2F20+mortgage&t=monthly&p=us Qe = H
" Apps *§ Goobuntu:LocalH ™ Forecasting:princi | Hal'sstation [ swirl [ carol-varian.cultur  USRetail Sales:Au @ Google Location hi *§ Installing Mathem. »

hal@google.com | Manage my Correlate data | Sign out

1>

GO Ugle Correlate HSN1FNSA » Search correlations = Edit this data
Compare US states Correlated with HSN1FNSA
Compare weekly time series 0.9821 tahitian noni juice

Compare monthly time series 09808 exhaust sound
0.9800 traderonline.com

Shift series ’07| months 0.9791 www.kbb.com
0.9790 80/20 mortgage
0.9786 appreciation rate =

Country: |United States v

0.9780 home appreciation

Documentation

B ok 0.9764 help-u-sell

FAQ 0.9762 new home builder

Titorial 0.9762 bostonworks.com

Whitepaper

Correlate Algorithm Show more | Export dataas CSV | Share: 8+1 <0

Correlate Labs
Search by Drawing User uploaded activity for HSN1FNSA and United States Web Search activity for 80/20

mortgage (r=0.9790)

k¥ Line chart 4’ Scatter plot




Raw correlation

User uploaded activity for HSN1FNSA and United States Web Search activity for 80/20 mortgage (r=0.9790)
kX Line chart J#’ Scatter plot
— HSN1FNSA — 80/20 mortgage
Hint: Drag to Zoom, and then correlate over that time only.
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Predictors chosen by model

appreciation.rate
irs.1031
century.21.realtors
real.estate.purchase
X80.20.mortgage
selling.real.estate
estate.appraisal

real.estate.appraisal

1 I
04 0.6

Inclusion Probability

0.8

1.0



Incremental fit plots
Visualize how much each predictor contributes to model fit

model: y, = trend, + seasonal, + b, x, + b, X,
plot1: 'y, = trend

plot2: 'y = trend, + seasonal,

plot3: vy, =trend, + seasonal + b, x,,

plot4: vy, =trend + seasonal +b, x,. +b,x,,



Trend

1. trend (mae=0.51964)
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Seasonal

2. add seasonal (mae=0.5173)
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[appreciation rate]

3. add appreciation.rate (mae=0.24611)
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lirs 1031]
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4. add irs.1031 (mae=0.1635)
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[century 21 realtors]
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[real estate purchase]

6. add real.estate.purchase (mae=0.087582)
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[80-20 mortgage]

7. add X80.20.mortgage (mae=0.064159)
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Another approach: use query categories

Advantage: exact queries may g
not persist in future but
categories will (probably).

11— a —-
4 —— realestate g
-- kalman JorENepr s

-
- -
-

cumulative absolute error
300
|

1. all 148 commercial

categories;

2. only the 8 real estate
categories;

3. Nno regression predictors

scaled values

20 40 60 80 100 12@ 100
] !
B ’

2004 2006 2008 2010 2012 2014 2016

Time



Out of sample prediction

Estimate up until time t and then freeze all the posterior distributions. This freezes
regression and the variance posteriors, but allows for Kalman updating and
regression predictions.

HSN1FNSA
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Same thing for motor vehicle sales
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Motor vehicles out of sample forecast
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Predict recessions at different forecast horizons

Based on Berge, Sinha, Smolyansky (2016), “VWhich market indicators
best forecast recessions?” FEDS Notes. Logistic model, BMA.

Curvature of yield curve 2 x 2-year minus 3-month and 10-year

GZ index Gilchrist and Zakrajsek (AER, 2012)

TED spread 3-month ED less 3-month Treasury yield

BBB corporate spread BBB less 10-year Treasury yield

S 500, 1-month return 1-month log diff.
S 500, 3-month return 3-month log diff.
Trade-weighted dollar 3-month log diff.
VIX CBOE and extended following Bloom

Macroeconomic Indicators

Real personal consumption expend. 3-month log diff.
Real disposable personal income 3-month log diff.
Industrial production 3-month log diff.
Housing permits 3-month log diff.
Nonfarm payroll employment 3-month log diff.
Initial claims 4-week moving average 3-month log diff.
Weekly hours, manufacturing 3-month log diff.

Purchasing managers index 3-month log diff.


https://www.federalreserve.gov/econresdata/notes/feds-notes/2016/which-market-indicators-best-forecast-recessions-20160802.html
https://www.federalreserve.gov/econresdata/notes/feds-notes/2016/which-market-indicators-best-forecast-recessions-20160802.html

Predicting
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Predicting recessions 0 months out
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Predicting recessions 3 months out
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Predicting recessions 3 months out

Probability of recession, month 3
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Predicting recessions 12 months out
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Predicting recessions 12 months out

Probability of recession, month 12
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Why time series estimation is important: persistence

T+1

Not in recession | In recession
Not in recession 0.84 0.01

In recession 0.01 0.14

Predictors are essentially the same as without a
time series model, but you assign higher probability
to recessions.



Motivating example for causal inference

An advertiser contemplates changing its (bid, budget,
creative) and wants to know what will happen to its (clicks,

revenue, conversions). Apply treatment and compare ! Q”ﬁ ‘
actual to prediction of would have happened without the B
treatment (interrupted regression, synthetic control). -

i

Brodersen, Gallusser, Koehler, Remy and Scott Annals of
Applied Statistics, vol. 9 (2015), pp. 247-274

Brodersen and Varian (2016) Estimating online ad
effectiveness: a practical guide




Causal inference

Can build model of counterfactual: train, test, treat, compare. Related to
“synthetic control” in Abadie (2003, 2010).

Train Test Treat Test
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Cross section model: treated v untreated regions

Google advertiser. Treated vs. Untreated regions
a

o _—

§‘ —— US clicks

= | = Model fit

1 - Prediction

§1 I AR\ A BNV

§ | pre-intervention intervention épost-lmorvmlbng

< . . » —
o

g- ——  Point-wise impact

s 4

S -

o~

O = -

o 9

S - =5

o
c I

v =  Cumulative impact

30 -4

3

25 -4

2 1

@

-

A

LY T

- v o o

L

Page 39



treated v untreated times (Trends)
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Predicted clicks in untreated regions (Trends)
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cbind(y, y.pred.top — boxcar, y. pred.bsts)

Another ad experiment: clicks and sales

Ad clicks
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o
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Cannibalization of organic clicks

Organic and ad clicks
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Many ways to predict counterfactual

(joint work with Kay Brodersen)

e BSTS
o Extrapolation
o Boxcar variable
m All predictors
m [op predictors
e Linear model
o Simple linear model with extrapolation
o Simple linear model with boxcar variable
e Deseasonalize data or not
o Deseasonalized with extrapolation
o Deseasonalized with boxcar
o Use weekly data



BSTS extrapoliation

cbind(y, y.pred)
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Boxcar variable

Boxcar variable
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Simple linear model

e Two predictors from Trends
e July 4 dummy variable
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Deseasonalized data

e Day of week dummies
e July 4 dummy
e Explain other spike
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Weekly data
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Comparison

method estimate

1 bsts-extrap 1830.43
2 bsts-boxcar 1362.88
3 bsts-boxcar-all-predictors 1279.05
4  bsts-boxcar-top-predictors  1327.06
5 Im-boxcar 1434 .57
6 Im-extrap 1289.19
7 not deseasonalized 1393.41
8 deseasonalized-boxcar 1300.67
O deseasonalized-extrap 1298.37
10 week-boxcar 1248.61




Regression discontinuity

e Motivating examples
o Causal impact of incentive program
o Causal impact of merit scholarships
e Estimation methods
o Randomized controlled trial (RCT): good
statistical properties
o Regression discontinuity (RDD): no
disruption of ordering
e HYBRID =RCT + RDD
o Related literature: tie-breaker design: if
two subjects have same score, use
lottery to break ties

Art Owen



Local randomization
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Set up the model

o Yi= [o+ Pixi+ B2zi + PB3xizi + €
e Y; = impact of treatment;
* x; = assignment variable (aka “running variable")
e z; = treatment (—1,+1)
e Assume 33 > 0. (If not, reverse x.)

e Treatment assignment:

(+1, X; > A
z; =  random choice of +1 or -1, |xi| < A
-1, X =—4

e How does variance of (32, 33) change as A changes?

(1)




Benefit of randomization: tighter coefficient estimates

Variance vs Delta
0 = regression discontinuity, 1 = experiment
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Cost of randomization: ranking is perturbed

e Alas, randomization disturbs the ranking
e Tradeoff: tighter estimate vs noisier
ordering

e Example of classic “explore v exploit”
tradeoff
o More experimentation now leads to
better optimization in future

o Randomize now, reap rewards come
later!



Obijective function

e v(A) =g(A)+ Ap(A)
e g(A) = expected gain per subject
e p(A) = precision of estimate
e )\ = weight on precision

e Some calculation yields:

1 — A2 1 (1-A2%)

v(A) = Bo + B3 + A (— —

2 3 &



Optimal A

1/ B3/A<0
A" = T=Bs/x, 0<fs/A<1
0, 1 < B3/

e (33 = efficiency of ordering

e )\ = value of higher precision

e Full RCT (A =1) is optimal when 3 =0
e Full RDD (A = 0) is optimal when A < (33
e Otherwise a hybrid approach is preferred



Optimal A plot
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Summary

e RDD is a very cheap experiment since you do what you would
do anyway

e The only extra cost is gathering data on those not treated

e But RCT is 4 times more efficient

e A hybrid experiment gives you the best of both worlds
e Only disturbs the ordering a little bit around cuttoff

e But can improve statistical efficiency significantly

e Amount of randomization (size of A) depends on
exploration/exploitation tradeoff



